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Preface

Integrated circuits incorporating both digital and analog functions have become increasingly
prevalent in the semiconductor industry. Complex digital circuits are now commonly combined
with analog circuits as part of the continuing drive toward higher levels of electronic system
integration. For example, complex microprocessors are frequently combined with high-
performance analog and mixed-signal circuits to form so-called “system-on-a-chip” devices. An
example of this is a single chip modem combining a digital signal processor with precision
analog-to-digital and digital-to-analog functions on a single silicon die. Such devices offer the
semiconductor customer significant savings in manufacturing costs due to the resulting reduction
of chip-to-chip interconnections.

Mixed-signal IC test and measurement has grown into a highly specialized field of electrical
engineering. However, test engineering is still a relatively unknown profession compared with IC
design engineering. It has become harder to hire and train new engineers to become skilled
mixed-signal test engineers. It may take one to two years for a mixed-signal test engineer to
develop enough knowledge and experience to develop adequate test solutions. The slow learning
curve for mixed-signal test engineers is largely due to the shortage of written materials and
university-level courses on the subject of mixed-signal testing. While many-books have been
devoted to the subject of digital test and testability, the same cannot be said for analog and
mixed-signal automated test and measurement.

Training for mixed-signal test engineers has historically started with a sink-or-swim training
course covering the use of the test equipment itself, with little or no training on the basics of
mixed-signal test and measurement. This equipment-centric approach to training is analogous to
teaching a student how to drive by simply explaining the mechanics of the automobile itself (pull
this knob, push that pedal, etc.). It would be unwise to assign such an inadequately trained
student to drive from L.A. to Pittsburgh without a roadmap and without a working knowledge of
trivialities such as stop lights and police sirens. Similarly, a new test engineer is often assigned
to develop tests for a complex circuit without training in basic test definitions and common test
techniques.

The test engineer is also expected to contribute to the definition of testability circuits that are
incorporated into the design of the device to be tested. Again, there is little formal reference
material or training on the subject of basic mixed-signal design for test (DfT). As a result, new
test engineers often overlook basic deficiencies in the circuit architecture that prevent the device
from being tested thoroughly and economically.

This book was written in response to the shortage of basic course material for mixed-signal
test and measurement. The book assumes a solid background in analog and digital circuits as
well as a working knowledge of computers and computer programming. A background in digital
signal processing and statistical analysis is also helpful, though not absolutely necessary. This
material is designed to be useful as both a university textbook and as a reference manual for the
beginning professional test engineer. Like many specialized technical materials, this book will
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most likely become partially outdated before publication. Hopefully, it will at least serve as an
amusing historical record of how things were done back in the twentieth century.

The prerequisite for this book is a junior-level course in linear continuous-time and discrete-
time systems, as well as exposure to elementary probability and statistical concepts. Fortunately,
these two courses are usually required at most universities.

The book is divided into 16 chapters. Chapter 1 presents an introduction to the context in
which mixed-signal testing is performed and why it is necessary. Chapter 2 examines the
process by which test programs are generated, from device data sheet to test plan to test code.
Test program structure and functionality are also discussed in Chapter 2. Chapter 3 introduces
basic DC measurement definitions, including continuity, leakage, offset, gain, DC power supply
rejection ratio, and many other types of fundamental DC measurements.

Chapter 4 covers the basics of absolute accuracy, resolution, software calibration, standards
traceability, and measurement repeatability. In addition, basic data analysis is presented in
Chapter 4. A more thorough treatment of data analysis and statistical analysis is delayed until
Chapter 15.

Chapter 5 takes a closer look at the architecture of a generic mixed-signal ATE tester. The
generic tester includes instruments such as DC sources, meters, waveform digitizers, arbitrary
waveform generators, and digital pattern generators with source and capture functionality.

Chapter 6 presents an introduction to both ADC and DAC sampling theory. DAC sampling
theory is applicable to both DAC circuits in the device under test and to the arbitrary waveform
generators in a mixed-signal tester. ADC sampling theory is applicable to both ADC circuits in
the device under test and to waveform digitizers in a mixed-signal tester. Coherent multi-tone
sample sets are also introduced as an introduction to DSP based testing. Chapter 7 further
develops sampling theory concepts and DSP-based testing methodologies, which are at the core
of many mixed-signal test and measurement techniques. FFT fundamentals, windowing,
frequency domain filtering, and other DSP-based testing fundamentals are covered in Chapters 6
and 7.

Chapter 8 shows how basic AC channel tests can be performed economically using DSP-
based testing. This chapter covers only nonsampled channels, consisting of combinations of op
amps, analog filters, PGAs and other continuous-time circuits. Chapter 9 explores many of these
same tests as they are applied to sampled channels, which include DACs, ADCs, sample and
hold (S/H) amplifiers, etc.

Chapter 10 explains how the basic accuracy of ATE test equipment can be extended using
specialized software routines. This subject is not necessarily taught in formal ATE tester classes,
yet it is critical in the accurate measurement of many DUT performance parameters.

Testing of DACs is covered in Chapter 11. Several kinds of DACs are studied, including
traditional binary-weighted, resistive ladder, pulse-width modulation (PWM), and sigma-delta
architectures. Traditional measurements like INL, DNL, and absolute error are discussed.
Several kinds of DAC architectures are explored, with an emphasis on their respective
weaknesses and common testing methodologies. Chapter 12 builds upon the concepts in
Chapter 11 to show how ADCs are commonly tested. Again, several different kinds of ADCs
are studied, including binary-weighted, dual-slope, flash, semiflash, and sigma-delta
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architectures. The weaknesses of each design are explained, as well as the common
methodologies used to probe their weaknesses.

Chapter 13 explores the gray art of mixed-signal DIB design. Topics of interest include
component selection, power and ground layout, crosstalk, shielding, transmission lines, and
tester loading. Chapter 13 also illustrates several common DIB circuits and their use in mixed-
signal testing.

Chapter 14 gives a brief introduction to some of the techniques for analog and mixed-signal
design for test. There are fewer structured approaches for mixed-signal DfT than for purely
digital DfT. The more common ad hoc methods are explained, as well as some of the industry
standards such as IEEE Std. 1149.1 and 1149.4.

A brief review of statistical analysis and Gaussian distributions is presented in
Chapter 15. This chapter also shows how measurement results can be analyzed and viewed
using a variety of software tools and display formats. Datalogs, shmoo plots, and histograms are
discussed. Also, statistical process control (SPC) is explained, including a discussion of process
control metrics such as C, and Cp.

Chapter 16 examines the economics of production testing. The economics of test are affected
by many factors such as equipment purchase price, test floor overhead costs, test time, dual-head
testing, multisite testing, and time to market. A test engineer’s debugging skills heavily impacts
time to market. Chapter 16 examines the test debugging process to attempt to set down some
general guidelines for debugging mixed-signal test programs. Finally, emerging trends that
affect test economics and test development time are presented in Chapter 16. "Some or all of
these trends will shape the future course of mixed-signal test and measurement.

The preliminary versions of this complete manuscript were reviewed by a number of students
and practicing test engineers. We would like to thank those professionals and students who gave
us extensive cormrections and feedback to improve this textbook: Steve Lyons (Lucent
Technologies/Teradyne, Inc.), Jim Larson and Gary Moraes (Teradyne, Inc.), Justin Ewing
(Texas A&M University/Texas Instruments, Inc.) Pramodchandran Variyam (Georgia
Tech/Texas Instruments, Inc.), and Geoffrey Zhang (Texas Instruments, Inc.). We also thank Juli
Boman (Teradyne, Inc.) and Ted Lundquist (Schlumberger Test Equipment) for providing
photographs for Chapter 1.

We would also like to extend our sincere appreciation to Dr. Rainer Fink and Dr. Jay Porter of
Texas A&M University, Dr. Cajetan Akujuobi of Prairieview A&M University, and Dr. Simon
Ang of the University of Arkansas for their help in developing this textbook. Their early
adoption of this work at their respective universities has helped to shape the book’s content and
expose its many weaknesses.

We are extremely grateful to the staff at Oxford University Press, who have helped guide us
through the process of writing an enjoyable book. First, we would like to acknowledge the help
and constructive feedback of the publishing editor, Peter Gordon. The editorial development help
of Karen Shapiro was greatly appreciated.

Finally, on behalf of the test engineering profession, Mark Burns would like to extend his
gratitude to Del Whittaker, David VanWinkle, Bob Schwartz, Ming Chiang, and Brian Evans, all
of Texas Instruments, Inc., for allowing him to develop this book as part of his engineering
duties for the past three years. It takes great courage and vision for corporate management to
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expend resources on the production of a work that may ultimately help the competition. Mark
also extends his appreciation to his parents, Burt and Shirley Burns, whose financial and
emotional support helped him through four years at the Massachusetts Institute of Technology.

On behalf of Gordon Roberts, he would like to extend his sincere appreciation to all the
dedicated staff members and graduate students associated with the Microelectronics and
Computer Systems (MACS) Laboratory at McGill University. Professors Nicholas Rumin and
David Lowther, past and present chairmen of the department of electrical and computer
engineering, deserve special mention for initially believing in this project and allowing it to take
root and flourish at McGill University. He would also like to note the enormous contribution
made by his friend, past graduate thesis supervisor and present-day mentor, Professor Adel Sedra
of the University of Toronto, for his invaluable advice over the past two decades. Professor
Sedra taught him more about the world of microelectronics than anyone else. Finally, and, most
important, Gordon Roberts would like to express his sincere gratitude to his best friend and
partner, Eileen O’Reilly, for her constant support and encouragement during this project. Her
dedication to their two children, Brigid Maureen and Sean Gordon, gave him the peace of mind
needed to work on this book with Mark. For this, he will be forever in debt.

Mark Burns Gordon W. Roberts
Texas Instruments, Inc. McGill University
Dallas. Texas Montreal, Quebec, Canada



CHAPTER

Overview of Mixed-Signal Testing

1.1 MixeEp-SIGNAL CIRCUITS

1.1.1 Analog, Digital, or Mixed-Signal?

Before delving into the details of mixed-signal IC test and measurement, one might first ask a
few good questions. Exactly what are mixed-signal circuits? How are they used in typical
applications? Why do we have to test mixed-signal circuits in the first place? What is the role
of a test engineer, and how does it differ from that of a design engineer or product engineer?
Most training classes offered by mixed-signal tester companies assume that the students already
know the answers to these questions. For instance, a typical automated test equipment (ATE)
training class shows the students how to program the per-pin current leakage measurement
instruments in the tester before the students even know why leakage current is an important
parameter to measure. This book will answer many of the what’s, when’s, and why’s of mixed-
signal testing, as well as the usual how’s. Let’s start with a very basic question: what is a mixed-
signal circuit?

A mixed-signal circuit can be defined as a circuit consisting of both digital and analog
elements. By this definition, a comparator is one of the simplest mixed-signal circuits. It
compares two analog voltages and determines if the first voltage is greater than or less than the
second voltage. lts digital output changes to one of two states depending on the outcome of the
comparison. In effect, a comparator is a one-bit analog-to-digital converter (ADC). It might also
be argued that a simple digital inverter is a mixed-signal circuit, since its digital input controls an
“analog” output which swings between two fixed voltages, rising, falling, overshooting, and
undershooting according to the laws of analog circuits. In fact, in certain extremely high-
frequency applications the outputs of digital circuits have been tested using mixed-signal testing
methodologies.’

Analog :D‘ Digital Digital D “Analog”

inputs output input output
Figure 1.1. Comparator and inverter - analog, digital, or mixed-signal?

Some mixed-signal experts might argue that a comparator and an inverter are not mixed-
signal devices at all. The comparator is typically considered an analog circuit, while an inverter
is considered a digital circuit (Figure 1.1). Other examples of borderline mixed-signal devices
are analog switches and programmable gain amplifiers. The purist might argue that mixed-signal

1



2 An Introduction to Mixed-Signal IC Test and Measurement

circuits are those that involve some sort of nontrivial interaction between digital signals and
analog signals. Otherwise, the device is simply a combination of digital logic and separate
analog circuitry coexisting on the same die or circuit board. The line between mixed-signal
circuits and analog or digital circuits is blurry if one wants to be pedantic.

Fortunately, the blurry lines between digital, analog, and mixed-signal are completely
irrelevant in the context of mixed-signal test and measurement. Most complex mixed-signal
devices include at least some stand-alone analog circuits that do not interact with digital logic at
all. Thus, the testing of op amps, comparators, voltage references, and other purely analog
circuits must be included in a comprehensive study of mixed-signal testing. This book
encompasses the testing of both analog and mixed-signal circuits, including many of the
borderline examples. Digital testing will only be covered superficially, since testing of purely
digital circuits has been extensively documented elsewhere >

1.1.2 Common Types of Analog and Mixed-Signal Circuits

Analog circuits (also known as linear circuits) include operational amplifiers, active or passive
filters, comparators, voltage regulators, analog mixers, analog switches, and other specialized
functions such as Hall effect transistors. One of the very simplest circuits that can be considered
to fall into the mixed-signal realm is the CMOS analog switch. In this circuit, the resistance of a
CMOS transistor is varied between high impedance and low impedance under control of a digital
signal. The off-resistance may be as high as one megaohm or more, while the on-resistance may
be 100  or less. Banks of analog switches can be interconnected in a variety of configurations,
forming more complex circuits such as analog multiplexers and demultiplexers and analog
switch matrices.

Another simple type of mixed-signal circuit is the programmable gain amplifier (PGA). The
PGA is often used in the front end of a mixed-signal circuit to allow a wider range of input signal
amplitudes. Operating as a digitally adjusted volume control, the PGA is set to high gains for
low-amplitude input signals and low gains for high-amplitude input signals. The next circuit
following a PGA is thus provided with a consistent signal level. Many circuits require a
consistent signal level to achieve optimum performance. These circuits therefore benefit from
the use of PGAs.

PGAs and analog switches involve a trivial interaction between the analog and digital circuits.
This is why they are not always considered to be mixed-signal circuits at all. The most common
circuits that can truly be considered mixed-signal devices are analog to digital converters (A/Ds
or ADCs) and digital to analog converters (D/As or DACs). While the abbreviations A/D and
ADC are used interchangeably in the electronics industry, this book will always use the term
ADC for consistency. Similarly, the term DAC will be used throughout the book rather than
D/A. An ADC is a circuit that samples a continuous analog signal at specific points in time and
converts the sampled voltages (or currents) into a digital representation. Each digital
representation is called a sample. Conversely, a DAC is a circuit that converts digital samples
into analog voltages (or currents). ADCs and DACs are the most common mixed-signal
components in complex mixed-signal designs, since they form the interface between the physical
world and the world of digital logic.

Comprehensive testing of DACs and ADCs is an expansive topic, since there are a wide
variety of ADC and DAC designs and a wide variety of techniques to test them. For example, an
ADC which is only required to sample once per second may employ a dual slope conversion
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architecture, whereas a 100-MHz video ADC may have to employ a much faster flash
conversion architecture. The weaknesses of these two architectures are totally different.
Consequently, the testing of these two converter types is totally different. Similar differences
exist between the various types of DACs.

Another common mixed-signal circuit is the phase locked loop, or PLL. PLLs are typically
used to generate high-frequency reference clocks or to recover a synchronous clock from an
asynchronous data stream. In the former case, the PLL is combined with a digital divider to
construct a frequency multiplier. A relatively low-frequency clock, say, 50 MHz, is then
multiplied by an integer value to produce a higher-frequency master clock, such as 1 GHz. In
the latter case, the recovered clock from the PLL is used to latch the individual bits or bytes of
the incoming data stream. Again, depending on the nature of the PLL design and its intended
use, the design weaknesses and testing requirements can be very different from one PLL to the
next.

1.1.3 Applications of Mixed-Signal Circuits

Many mixed-signal circuits consist of combinations of amplifiers, filters, switches, ADCs,
DACs, and other types of specialized analog and digital functions. End-equipment applications
such as cellular telephones, hard disk drives, modems, motor controllers, and multimedia audio
and video products all employ complex mixed-signal circuits. While it is important to test the
individual circuits making up a complex mixed-signal device, it is also important to perform
system-level tests. System-level tests guarantee that the circuit as a whole will perform as
required in the end-equipment application. Thorough testing of large-scale mixed-signal circuits
therefore requires at least a basic understanding of the end-equipment application in which the
circuits will be used.

As an example of a mixed-signal application, let us consider a common consumer product
using many mixed-signal subcircuits. Figure 1.2 shows a simplified block diagram of a complex
mixed-signal application, the digital cellular telephone. It represents an excellent example of a
complex mixed-signal system because it employs a variety of mixed-signal components. Since
the digital cellular telephone will be used as an example throughout this book, we shall examine
its operation in some detail.

A cellular telephone consists of many analog, digital, and mixed-signal circuits working
together in a complex fashion. The cellular telephone user interfaces with the keyboard and
display to answer incoming calls and to initiate outgoing calls. The control microprocessor
handles the interface with the user. It also performs many of the supervisory functions of the
telephone, such as helping coordinate the handoff from one base station to the next as the user
travels through each cellular area. The control microprocessor selects the incoming and outgoing
transmission frequencies by sending control signals to the frequency synthesizer. The
synthesizer often consists of several PLLs, which control the mixers in the radio frequency (RF)
section of the cellular telephone. The mixers convert the relatively low-frequency signals of the
base-band interface to extremely high frequencies that can be transmitted from the cellular
telephone’s radio antenna. They also convert the very high-frequency incoming signals from the
base station into lower-frequency signals that can be processed by the base-band interface.

The voice-band interface, digital signal processor (DSP), and base-band interface perform
most of the complex operations. The voice-band interface converts the user’s voice into digital
samples using an ADC. The volume of the voice signal from the microphone can be adjusted
automatically using a programmable gain amplifier (PGA) controlled by either the DSP or the
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control microprocessor. Alternatively, the PGA may be controlled with a specialized digital
circuit built into the voice-band interface itself. Either way, the PGA and automatic adjustment
mechanism form an automatic gain control (AGC) circuit. Before the voice signal can be
digitized by the voice-band interface ADC, it must first be low-pass filtered to avoid unwanted
high-frequency components that might cause aliasing in the transmitted signal. (Aliasing is a
type of distortion that can occur in sampled systems, making the speaker’s voice difficult to
understand.)
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Figure 1.2. Digital cellular telephone.

The digitized samples are sent to the DSP, where they are compressed using a mathematical
process called vocoding. The vocoding process converts the individual samples of the sound
pressure waves into samples that represent the essence of the user’s speech. The vocoding
algorithm calculates a time-varying model of the speaker’s vocal tract as each word is spoken.
The characteristics of the vocal tract change very slowly compared to the sound pressure waves
of the speaker’s voice. Therefore, the vocoding algorithm can compress the important
characteristics of speech into a much smaller set of data bits than the digitized sound pressure
samples. The vocoding process is therefore a type of data compression algorithm that is
specifically tailored for speech. The smaller number of transmitted bits frees up airspace for
more cellular telephone users. The vocoder’s output bits are sent to the base-band interface and
RF circuits for modulation and transmission. The base-band interface acts like a modem,
converting the digital bits of the vocoder output into modulated analog signals. The RF circuits
then transmit the modulated analog waveforms to the base station.

In the receiving direction, the process is reversed. The incoming voice data are received by
the RF section and demodulated by the base-band interface to recover the incoming vocoder bit
stream. The DSP converts the incoming bit stream back into digitized samples of the incoming
speaker’s voice. These samples are then passed to the DAC and low pass reconstruction filter of
the voice-band interface to reconstruct the voltage samples of the incoming voice. Before the
received voice signal is passed to the earpiece, its volume is adjusted using a second PGA. This
earpiece PGA is adjusted by signals from the control microprocessor, which monitors the
telephone’s volume control buttons to determine the user’s desired volume setting. Finally, the
signal must be passed through a low impedance buffer to provide the current necessary to drive
the earpiece.
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Several common cellular telephone circuits are not shown in Figure 1.2. These include DC
voltage references and voltage regulators that may exist on the voice-band interface or the base-
band processor, analog multiplexers to control the selection of multiple voice inputs, and power-
on reset circuits. In addition, a watchdog timer is often included to periodically wake the control
microprocessor from its battery-saving idle mode. This allows the microprocessor to receive
information such as incoming call notifications from the base station. Clearly, the digital cellular
telephone represents a good example of a complex mixed-signal system. The various circuit
blocks of a cellular telephone may be grouped into a small number of individual integrated
circuits, called a chipset, or they may all be combined into a single chip. The test engineer must
be ready to test the individual pieces of the cellular telephone and/or to test the cellular telephone
as a whole. The increasing integration of circuits into a single semiconductor die is one of the
most challenging aspects of mixed-signal test engineering.

1.2 WHay TesT MIXED-SIGNAL DEVICES?

1.2.1 The CMOS Fabrication Process

Integrated circuits (ICs) are fabricated using a series of photolithographic printing, etching, and
doping steps. Using a digital CMOS fabrication process as an example, let us look at the
idealized IC fabrication process. Some of the steps involved in printing a CMOS transistor pair
are illustrated in Figure 1.3a-f. Starting with a lightly doped P~ wafer, a layer of silicon dioxide
(Si0,) is deposited on the surface (Figure 1.3a). Next, a negative photoresist is laid down on top
of the silicon dioxide. A pattern of ultraviolet light is then projected onto the photoresist using a
photographic mask. The photoresist becomes insoluble in the areas where the mask allows the
ultraviolet light to pass (Figure 1.3b). An organic solvent is used to dissolve the nonexposed
areas of the photoresist (Figure 1.3c). After baking the remaining photoresist, the exposed areas
of oxide are removed using an etching process (Figure 1.3d). Next, the exposed areas of silicon
are doped to form an N-well using either diffusion or ion implantation (Figure 1.3¢).

After many additional steps of printing, masking, etching, implanting, and chemical vapor
deposition,s a complete integrated circuit can be fabricated as illustrated in Figure 1.3f. The
uneven surfaces are exaggerated in the diagram to show that the various layers of oxide,
polysilicon, and metal are not at all flat. Even with these exaggerations, this diagram only
represents an idealized approximation of actual fabricated circuit structures. The actual circuit
structures are not nearly as well defined as textbook diagrams would lead us to believe. Cross
sections of actual integrated circuits reveal a variety of nonideal physical characteristics' that are
not entirely under the semiconductor manufacturer’s control. Certain characteristics, such as
doping profiles that define the boundaries between P and N regions, are not even visible in a
cross-section view. Nevertheless, they can have a profound effect on many important analog and
mixed-signal circuit characteristics.

1.2.2 Real-World Circuits

Like any photographic printing process, the IC printing process is subject to blemishes and
imperfections. These imperfections may cause catastrophic failures in the operation of any
individual IC, or they may cause minor variations in performance from one IC to the next.
Mixed-signal ICs are often extremely sensitive to tiny imperfections or variations in the printing
and doping processes. Many of the fabrication defects that cause problems in mixed-signal
devices are difficult to photograph, even with a powerful scanning electron microscope (SEM).
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For example, a doping error may or may not cause an observable physical defect. However,
doping errors can introduce large DC offsets, distortions, and other problems that result in IC
performance failures.
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Figure 1.3. CMOS fabrication steps.

Certain types of defects can be photographed quite easily. Figure 1.4 shows a nondefective
circuit as photographed using a FIB machine (a device similar to a scanning electron
microscope). Compared to the idealized textbook circuit representation, the metal traces are
rounded and imperfect.

In digital circuits, such imperfections in shape may be largely unimportant. However, in
mixed-signal circuits, the parasitic capacitance between these traces and surrounding structures
may represent significant circuit elements. The exact three-dimensional shape of a metal line
and its spacing to adjacent layers may therefore affect the performance of the circuit under test.
As circuit geometries continue to shrink, these performance sensitivities will only become more
exaggerated. Although a mixed-signal circuit may be essentially functional in the presence of
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these minor imperfections, it may not meet all its required specifications. For this reason, mixed-
signal devices are often tested exhaustively to guard against defects that are not necessarily
catastrophic.

Figure 1.4. FIB micrograph of metal traces on an integrated circuit obtained using a
Schlumberger AMS 3000 (photo courtesy Schlumberger Test Equipment).

Catastrophic defects such as short circuits and open circuits are often easier to detect with test
equipment than the subtler ones common in mixed-signal devices. Not surprisingly, the
catastrophic defects are often much easier to photograph as well. Several typical defect types are
shown in Figures 1.5-1.8. Figure 1.5 shows a defective metal contact, or via, caused by
underetching. Figure 1.6 shows a defective via caused by photomask misalignment. A
completely defective via usually results in a totally defective circuit, since it represents a
complete open circuit. A more subtle problem is a partially connected via, which may exhibit an
abnormally high contact resistance. Depending on the amount of excess resistance, the results of
a partially connected via can range from minor DC offset problems to catastrophic distortion
problems.

Figure 1.7 shows incomplete etching of the metal surrounding a circuit trace. Incomplete
etching can result in catastrophic shorts between circuit nodes. Finally, Figure 1.8 shows a
surface defect caused by particulate matter landing on the surface of the wafer or on a
photographic mask during one of the processing steps. Again, this type of defect results in a
short between circuit nodes. Other catastrophic defects include surface scratches, broken bond
wires, and surface explosions caused by electrostatic discharge in a mishandled device. Defects
such as these are the reason each semiconductor device must be tested before it can be shipped to
the customer.
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Figure 1.5. Underetched via. Figure 1.6. Misaligned via.

Figure 1.7. Incomplete metal etch. Figure 1.8. Blocked etch (particulate defect).

It has been said that production testing adds no value to the final product. Testing is an
expensive process that drives up the cost of integrated circuits without adding any new
functionality. Testing cannot change the quality of the individual ICs; it can only measure
quality if it already exists. However, semiconductor companies would not spend money to test
products if the testing process did not add value. This apparent discrepancy is easily explained if
we recognize that the product is actually the entire shipment of devices, not just the individual
ICs. The quality of the product is certainly improved by testing, since defective devices are not
shipped. Therefore, testing does add value to the product, as long as we define the product
correctly.

1.2.3 What Is a Test Engineer?

We have mentioned the term fest engineer several times without actually defining what test
engineering is. Perhaps this would be a good time to discuss the traditional roles of test
engineers, design engineers, product engineers, and systems engineers. Although each of these
engineering professions is involved in the development and production of semiconductor
devices, each profession entails its own set of tasks and responsibilities. The various engineering
professions are easiest to define if we examine the process by which a new semiconductor
product is developed and manufactured.

A new semiconductor product typically begins in one of two ways. Either a customer
requests a particular type of product to fill a specific requirement, or a marketing organization
realizes an opportunity to produce a product that the market needs. In either case, systems
engineers help define the technical requirements of the new product so that it will operate
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correctly in the end-equipment application. The systems engineers are responsible for defining
and documenting the customer’s requirements so that the rest of the engineering team can design
the product and successfully release it to production.

After the systems engineers have defined the product’s technical requirements, design
engineers develop the corresponding integrated circuit. Hopefully, the new design meets the
technical requirements of the customer’s application. Unfortunately, integrated circuits
sometimes fail to meet the customer’s needs. The failure may be due to a fabrication defect or it
may be due to a flaw or weakness in the circuit’s design. These failures must be detected before
the product is shipped to the customer.

The test engineer’s role is to generate hardware and software that will be used by automated
test equipment (ATE) to guarantee the performance of each device after it is fabricated. The test
software directs the ATE tester to apply a variety of electrical stimuli (such as digital signals and
sine waves) to the device under test (DUT). The ATE tester then observes the DUT’s response
to the various test stimuli to determine whether the device is good or bad (Figure 1.9). A typical
mixed-signal DUT must pass hundreds or even thousands of stimulus/response tests before it can
be shipped to the customer.

Test DUT
stimulus DUT response ,/\\
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Fail
Figure 1.9. Test stimulus and DUT response verification.

Sometimes the test engineer is also responsible for developing hardware and software that
modifies the structure of the semiconductor die to adjust parameters like DC offset and AC gain,
or to compensate for grotesque manufacturing defects. Despite claims that production testing
adds no value, this is one way in which the testing process can actually enhance the quality of the
individual ICs. Circuit modifications can be made in a number of ways, including laser
trimming, fuse blowing, and writing to nonvolatile memory cells.

The test engineer is also responsible for reducing the cost of testing through test time
reductions and other cost-saving measures. The test cost reduction responsibility is shared with
the product engineer. The product engineer’s primary role is to support the production of the
new device as it matures and proceeds to profitable volume production. The product engineer
helps identify and correct process defects, design defects, and tester hardware and software
defects.

Sometimes the product engineering function is combined with the test engineering function,
forming a single test/product engineering position. The advantage of the combined job function
is that the product engineering portion of the job can be performed with a much more thorough
understanding of the device and test program details. The disadvantage is that the product
engineering responsibilities may interfere with the ability of the engineer to become an expert on
the use of the complex test equipment. The choice of combined versus divided job functions is
highly dependent on the needs of each organization.
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1.3 Post-SiLicoN PropucTiON FLOW

1.3.1 Test and Packaging

After silicon wafers have been fabricated, many additional production steps remain before a final
packaged device is ready for shipment to the customer. The untested wafers (Figure 1.10) must
first be probed using automated test equipment to prevent bad dies from passing on to further
production steps. The bad dies can be identified using ink dots, which are applied either after
each die is tested or after the whole wafer has been tested. Offline inking is a method used to
electronically track bad dies using a computer database. Using pass/fail information from the
database, bad dies are inked after the wafer has been removed from the test equipment.

Figure 1.10. Untested wafer.

The wafers are then sawed into individual dies and the good ones are attached to lead frames.
Lead frames are punched metal holders that eventually become the individual leads of the
packaged device. Bond wires are attached from each die’s bond pads to the appropriate lead of
the lead frame. Then plastic is injection-molded around the dies and lead frame to form
packaged devices. Finally, the individual packaged devices are separated from one another by
trimming them from the lead frame.

After the leads have been trimmed and formed, the devices are ready for final testing on a
second ATE tester. Final testing guarantees that the performance of the device did not shift
during the packaging process. For example, the insertion of plastic over the surface of the die
changes the electrical permitivity near the surface of the die. Consequently, trace-to-trace
capacitances are increased, which may affect sensitive nodes in the circuit. In addition, the
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injection-molded plastic introduces mechanical stresses in the silicon, which may consequently
introduce DC voltage shifts. Final testing also guarantees that the bond pads are all connected
and that the die was not cracked, scratched, or otherwise damaged in the packaging process.
After final testing, the devices are ready for shipment to the end-equipment manufacturer.
Figure 1.11 shows a tray of tested quad flat pack (QFP) devices in a plastic carrier tray.

Figure 1.11. Tested QFP devices in a plastic carrier tray.

1.3.2 Characterization versus Production Testing

When prototype devices are first characterized, the ATE test program is usually very extensive.
Tests are performed under many different conditions to evaluate worst-case conditions. For
instance, the distortion of an amplifier output may be worse under one loading condition than
another. All loading conditions must be tested to identify which one represents the worst-case
test. Other examples of exhaustive characterization testing would be DC offset testing using
multiple power supply voltages and harmonic distortion testing at multiple signal levels.
Characterization testing must be performed over a large number of devices and over several
production lots of material before the results can be considered statistically valid and
trustworthy.

Characterization testing can be quite time consuming due to the large number of tests
involved. Extensive characterization is therefore economically unacceptable in high-volume
production testing of mixed-signal devices. Once worst-case test conditions have been
established and the design engineers are confident that their circuits meet the required
specifications, a more streamlined production test program is needed. The production test
program is created from a subset of the characterization tests. The subset must be carefully
chosen to guarantee that no bad devices are shipped. Product and test engineers must work very
closely to make sure that the reduced test list still catches all manufacturing defects.

1.4 TEST AND D1AGNOSTIC EQUIPMENT

141 Automated Test Equipment

Automated test equipment is available from a number of commercial vendors, such as Teradyne,
LTX, Agilent Technologies, and Schlumberger, to name a few. The Teradyne, Inc. Catalyst
mixed-signal tester is shown in Figure 1.12. High-end ATE testers often consist of three major
components: a test head, a workstation, and the mainframe.
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Figure 1.12. Teradyne Catalyst mixed-signal tester (photo courtesy Teradyne, Inc.).

The computer workstation serves as the user interface to the tester. The test engineer can
debug test programs from the workstation using a variety of software tools from the ATE vendor.
Manufacturing personnel can also use the workstation to control the day-to-day operation of the
tester as it tests devices in production. '

The mainframe contains power supplies, measurement instruments, and one or more
computers that control the instruments as the test program is executed. The mainframe may also
contain a manipulator to position the test head precisely. It may also contain a refrigeration unit
to provide cooled liquid to regulate the temperature of the test head electronics.

Although much of the tester’s electronics are contained in the mainframe section, the test head
contains the most sensitive measurement electronics. These circuits are the ones which require
close proximity to the device under test. For example, high-speed digital signals benefit from
short electrical paths between the tester’s digital drivers and the pins of the DUT. Therefore, the
ATE tester’s digital drivers and receivers are located in the test head close to the DUT.

Figure 1.13. Device interface board (DIB) showing local circuits (left) and DUT socket (right).

A device interface board (DIB) forms the electrical interface between the ATE tester and the
DUT. The DIB is also known as a performance board, swap block, or family board, depending
on the ATE vendor’s terminology. DIBs come in many shapes and sizes, but their main function



Chapter 1 e Overview of Mixed-Signal Testing 13

is to provide a temporary (socketed) electrical connection between the DUT and the electrical
instruments in the tester. The DIB also provides space for DUT-specific local circuits such as
load circuits and buffer amplifiers that are often required for mixed-signal device testing.

1.4.2 Wafer Probers

Wafer probers are robotic machines that manipulate wafers as the individual dies are tested by
the ATE equipment. The prober moves the wafer underneath a set of tiny electrical probes
attached to a probe card. The probes are connected to the electrical resources of the ATE tester
through a probe interface board (PIB). The PIB is a specialized type of DIB board that may be
connected to the probe card through coaxial cables and/or spring-loaded contacts called pogo
pins. The PIB and probe card serve the same purpose for the wafer that the DIB board serves for
the packaged device. They provide a means of temporarily connecting the DUT to the ATE
tester’s electrical instrumentation while testing is performed.

The prober informs the tester when it has placed each new die against the probes of the probe
card. The ATE tester then executes a series of electrical tests on the die before instructing the
prober to move to the next die. The handshaking between tester and prober insures that the tester
only begins testing when a die is in position and that the prober does not move the wafer in
midtest. Figure 1.14 shows a wafer prober manufactured by Electroglas, Inc., and closeup views
of a probe card and its probe tips.

Probe card Probe tips

Figure 1.14. Electroglas wafer prober and probe card.

143 Handlers

Handlers are used to manipulate packaged devices in much the same way that probers are used to
manipulate wafers. Handlers fall into two categories: gravity-fed and robotic. Robotic handlers
are also known as pick-and-place handlers. Gravity-fed handlers are normally used with dual
inline packages, while robotic handlers are used with devices having pins on all four sides or
pins on the underside (ball grid array packages, for example). Figure 1.15 shows a gravity-fed
handler. A robotic handler is shown in Figure 1.16.

Either type of handler has one main purpose: to make a temporary electrical connection
between the DUT pins and the DIB board. Gravity-fed handlers often perform this task using a
contactor assembly that grabs the device pins from either side with metallic contacts that are in
turn connected to the DIB board. Robotic handlers usually pick up each device with a suction
arm and then plunge the device into a socket on the DIB board.
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In addition to providing a temporary connection to the DUT, handlers are also responsible for
sorting the good DUTs from the bad ones based on test results from the ATE tester. Some
handlers also provide a controlled thermal chamber where devices are allowed to “soak™ for a
few minutes so they can either be cooled or heated before testing. Since many electrical
parameters shift with temperature, this is an important handler feature.

Figure 1.15. MultiTest gravity-fed handler. Figure 1.16. Delta robotic handler.

1.4.4 E-Beam Probers

Electron beam probers, or e-beam probers as they are often called, are used to probe internal
device signals while the device is being stimulated by the tester. These machines are very
similar to scanning electron microscopes (SEMs). Unlike an SEM, an e-beam prober is designed
to display variations in circuit voltage as the electron beam is swept across the surface of an
operating DUT. Variations in the voltage levels on the metal traces in the IC appear as different
shades of gray in the e-beam display (Figure 1.17). e-beam probers are extremely powerful
diagnostic tools, since they provide measurement access to internal circuit nodes.

Low voltage

Figure 1.17. Schlumberger IDS-10000 electron beam prober
(photo courtesy Schiumberger Test Equipment).
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1.4.5 Focused Ion Beam Equipment

Focused ion beam (FIB) equipment is used in conjunction with e-beam probers to modify the
device’s metal traces and other physical structures. A FIB machine can cut holes in oxide and
metal traces and can also lay down new metallic traces on the surface of the device (Figure 1.18).
Experimental design changes can be implemented without waiting for a complete semiconductor
fabrication cycle. The results of the experimental changes can then be observed on the ATE
tester to determine the success or failure of the experimental circuit modifications.

Figure 1.18. Circuit modifications implemented using FIB equipment.

1.4.6 Forced-Temperature Systems

As previously mentioned, a handler’s thermal chamber allows characterization and testing of
large numbers of DUTs at a controlled temperature. When characterizing a small number of
DUTs at a variety of temperatures, a less expensive and cumbersome method of temperature
control is needed. Portable forced-temperature systems allow DUT performance characterization

Figure 1.19. Temptronics forced-temperature system.
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under a variety of controlled thermal conditions (Figure 1.19). The nozzle of a forced-
temperature system can be seated against the DIB board or bench characterization board,
forming a small thermal chamber for the DUT. Many forced-temperature systems are able to
raise or lower the DUT’s ambient temperature across the full military range (-55 to +125°C).

1.5 New PropucT DEVELOPMENT

1.5.1 Concurrent Engineering

On a poorly managed project, the test engineer might not see the specifications for a device to be
tested until after the first prototype devices arrive. The devices must be screened as soon as
possible to ship good prototypes to the customer even if they were never designed with
testability in mind. In this case, the test engineer’s role is completely reactive.

By contrast, the test engineer’s role on a well-managed project is proactive. The design
engineers and test engineers work together to add testability functions to the design that make the
device easier and less expensive to test. The test engineer presents a test plan to the design
engineers, explaining all the tests that are to be performed once the device is in production. The
design engineers can catch mistakes in the test engineer’s understanding of the device operation.
They can help eliminate unnecessary tests or point out shortfalls in the proposed test list. This
proactive approach is commonly called concurrent engineering. True concurrent engineering
involves not only design and test engineering personnel, but also systems engineering, product
engineering, and manufacturing personnel. Figure 1.20 shows a simplified concurrent
engineering flow for the development and production release of a new semiconductor product.

Product definition ——

Testability definition —

Test plan generation e o

IC layout i —

Test plan review

Test interface hardware (DIB) design o

IC photomask generation ot

Silicon fabrication T

Test code development SO SR
Test hardware & software debug T
IC characterization and debug i m——

Refine IC design e ey
IC 2nd pass characterization AT
Release to production -

Figure 1.20. Concurrent engineering project flow.

The flow begins with a definition of the device requirements. These include product features,
electrical specifications, power consumption requirements, die area estimates, etc. Once the
device requirements are understood, the design team begins to design the individual circuits. In
the initial design meetings, test and product engineers work with the design engineers to define
the testability features that will make the device less expensive to test and manufacture. Test
modes are added to the design to allow access to internal circuit nodes that otherwise would be
unobservable in production testing. These observability test modes can be very useful in
diagnosing device design flaws.
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After the test modes are defined, the test engineer begins working on a test plan while the
design process continues. Initially, the main purpose of a test plan is to allow design engineers
and test engineers to agree upon a set of tests that will guarantee the quality of a product once it
is in production. Eventually, the test plan will serve as documentation for future test and product
engineers that may inherit the test program once it is complete. A well-written test plan contains
brief background information about the product to be tested, the purpose of each test as it relates
to the device specification, setup conditions for each test, and a hardware setup diagram for each
test. Once the test plan is complete, all engineers working on the project meet to review the
proposed test plan. Last-minute corrections and additions are added at this time. Design
engineers point out deficiencies in the proposed test coverage while product engineers point out
any problems that may arise on the production floor.

Once the test plan has been approved, the test engineer begins to design the necessary test
interface hardware that will connect the automated test equipment to the device under test. Once
the initial test hardware has been designed, the test engineer begins writing a test program that
will run on the ATE tester. In modern ATE equipment, the test engineer can also debug many of
the software routines in the test program before silicon arrives, using an offline simulation
environment running on a stand-alone computer workstation.

After the design and layout of the device is complete, the fabrication masks are created from
the design database. The database release process is known by various names, such as tape-out
or pattern generation. Until pattern generation is complete, the test engineer cannot be certain
that the pinout or functionality of the design will not undergo last-minute modifications. The test
interface hardware is often fabricated only after the pattern generation step has been completed.

While the silicon wafers and the DIB board are fabricated, the test engineer continues
developing the test program. Once the first silicon wafers arrive, the test engineer begins
debugging the device, DIB hardware, and software on the ATE tester. Any design problems are
reported to the design engineers, who then begin evaluating possible design errors. A second
design pass is often required to correct errors and to align the actual circuit performance with
specification requirements. Finally, the corrected design is released to production by the product
engineer, who then supports the day-to-day manufacturing of the new product.

Of course, the idealized concurrent engineering flow is a simplification of what happens in a
typical company doing business in the real world. Concurrent engineering is based on the
assumption that adequate personnel and other resources are available to write test plans and
generate test hardware and software before the first silicon wafers arrive. It also assumes that
only one additional design pass is required to release a device to production. In reality, a high-
performance device may require several design passes before it can be successfully
manufactured at a profit. This flow also assumes that the market does not demand a change in
the device specifications in midstream - a poor assumption in a dynamic world. Nevertheless,
concurrent engineering is consistently much more effective than a disjointed development
process with poor communication between the various engineering groups.

1.6 MixEp-SIGNAL TESTING CHALLENGES

1.6.1 Time to Market

Time to market is a pressing issue for semiconductor manufacturers. Profit margins for a new
product are highest shortly after it has been released to the market. Margins begin to shrink as
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competitors introduce similar products at lower prices. The lack of a complete, cost-effective
test program is often the main bottleneck preventing the release a new product to profitable
volume production.

Mixed-signal test programs are particularly difficult to produce in a short period of time.
Surprisingly, the time spent writing test code is often significantly less than the time spent
learning about the device under test, defining the test plan, designing the test hardware, and
debugging the ATE test solution once silicon is available. Much of the time spent in the
debugging phase of test development is actually spent debugging device problems. Mixed-signal
test engineers often spend as much time running experiments for design engineers to isolate
design errors as they spend debugging their own test code. Perhaps the most aggravating debug
time of all is the time spent tracking down problems with the tester itself or the tester’s software.

1.6.2 Accuracy, Repeatability, and Correlation

Accuracy is a major concern for mixed-signal test engineers. It is very easy to get an answer
from a mixed-signal ATE tester that is simply incorrect. Inaccurate answers are caused by a
bewildering number of problems. Electromagnetic interference, improperly calibrated
instruments, improperly ranged instruments, and measurements made under incorrect test
conditions can all lead to inaccurate test results.

Repeatability is the ability of the test equipment and test program to give the same answer
multiple times. Actually, a measurement that never changes at all is suspicious. It sometimes
indicates that the tester is improperly configured, giving the same incorrect answer repeatedly. A
good measurement typically shows some variability from one test program execution to the next,
since electrical noise is present in all electronic circuits. Electrical noise is the source of many
repeatability problems.

Another problem facing mixed-signal test engineers is correlation between the answers given
by different pieces of measurement hardware. The customer or design engineer often finds that
the test program results do not agree with measurements taken using bench equipment in their
lab. The test engineer must determine which answer is correct and why there is a discrepancy. It
is also common to find that two supposedly identical testers or DIB boards give different
answers or that the same tester gives different answers from day to day. These problems
frequently result from obscure hardware or software errors that may take days to isolate.
Correlation efforts can represent a major portion of the time spent debugging a test program.

1.6.3 Electromechanical Fixturing Challenges

The test head and DIB board must ultimately make contact to the DUT through the handler or
prober. There are few mechanical standards in the ATE industry to specify how a tester should
be docked to a handler or prober. The test engineer has to design a DIB board that not only
meets electrical requirements, but also meets the mechanical docking requirements. These
requirements include board thickness, connector locations, DUT socket mechanical holes, and
various alignment pins and holes.

Handlers and probers must make a reliable electrical connection between the DUT and the
tester. Unfortunately, the metallic contacts between DUT and DIB board are often very
inductive and/or capacitive. Stray inductance and capacitance of the contacts can represent a
major problem, especially when testing high-impedance or high-frequency circuits. Although
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several companies have marketed test sockets that reduce these problems, a socketed device will
often not perform quite as well as a device soldered directly to a printed circuit board.
Performance differences due to sockets are yet another potential source of correlation error and
extended time to market.

1.6.4 Economics of Production Testing

Time is money, especially when it comes to production test programs. A high-performance
tester may cost two million dollars or more, depending on its configuration. Probers and
handlers may cost five hundred thousand dollars or more. If we also include the cost of
providing floor space, electricity, and production personnel, it is easy to understand why testing
is an expensive business.

One second of test time can cost a semiconductor manufacturer three to five cents. This may
not seem expensive at first glance, but when test costs are multiplied by millions of devices a
year the numbers add up quickly. For example, a five-second test program costing four cents per
second times one million devices per quarter costs a company $800,000 per year in bottom-line
profit. Testing is perhaps the fastest-growing portion of the cost of manufacturing a mixed-
signal device. Continuous process improvements and better photolithography allow the design
engineers to add more functions on a single semiconductor chip at little or no additional cost.
Unfortunately, test time (especially data collection time) cannot be similarly reduced by simple
photolithography. A 100-Hz sine wave takes 10 ms per cycle no matter how small we shrink a
transistor. The only hope of salvation from photolithography is the addition of test features into
the design itself that aid in the testing of the DUT.

Mainframe ATE equipment is designed to minimize test time and maximize overall product
throughput. For example, many testers can be equipped with two test heads that share the
mainframe instruments in a multiplexing fashion (Figure 1.21). The purpose of the second head
is to allow the tester to simultaneously test a device on one head while a second handler or
prober is moving and sorting devices on the other head. Dual-head testing is especially
important when the handler index time (the time it takes to remove one DUT from the tester and
insert the next one) is significant compared to the test time. When a handler or prober is docked
to each test head, the tester can run almost continuously. Thus dual-head testing allows a more
efficient use of the expensive tester hardware.

Another feature common in mainframe testers is multisite capability. Multisite testing is a
process in which multiple devices are tested on the same test head simultaneously with obvious
savings in test cost. The word “site” refers to each socketed DUT. For example, site 0
corresponds to the first DUT; site 1 corresponds to the second DUT, etc. Multisite testing is
primarily a tester operating system feature, although duplicate tester instruments must be added
to the tester to allow simultaneous testing on multiple DUT sites.

Clearly, production test economics is an extremely important issue in the field of mixed-
signal test engineering. Not only must the test engineer perform accurate measurements of
mixed-signal parameters, but the measurements must be performed as quickly as possible to
reduce production costs. Since a mixed-signal test program may perform hundreds or even
thousands of measurements on each DUT, each measurment must be performed in a small
fraction of a second. The conflicting requirements of low test time and high accuracy will be a
recurring theme throughout this book.
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Figure 1.21. Teradyne A575 with dual test heads.

Problems
1.1. List four examples of analog circuits.
1.2. List four examples of mixed-signal circuits.
1.3. Questions 1.3-1.6 relate to the cellular telephone in Figure 1.2. Which type of mixed-
signal circuit acts as a volume control for the cellular telephone earpiece?
1.4. Which type of mixed-signal circuit converts the speaker’s voice into digital samples?
1.5. Which type of mixed-signal circuit converts incoming modulated voice data into digital

1.6.

1.7.

1.8.

1.9.

1.10.

samples?

Which type of digital circuit vocodes the speaker’s voice samples before they are passed
to the base-band interface?

When a PGA is combined with a digital logic block to keep a signal at a constant level,
what is the combined circuit called?

Assume a particle of dust lands on a photomask during the photolithographic printing
process of a metal layer. List at least one possible defect that might occur in the printed
IC.

Why does the cleantiness of the air in a semiconductor fabrication area affect the number
of defects in IC manufacturing?

List at least four production steps after wafers have been fabricated.
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1.11. Why would it be improper to draw conclusions about a design based on characterization

data from one or two devices?

1.12. List three main components of an ATE tester.

1.13. What is the purpose of a DIB board?

1.14. What type of equipment is used to handle wafers as they are tested by an ATE tester?

L.15. List three advantages of concurrent engineering.

1.16. What is the purpose of a test plan?

1.17. List at least four challenges faced by the mixed-signal test engineer.

1.18. Assume a test program runs on a tester that costs the company 3 cents per second to

operate. This test cost includes tester depreciation, handler depreciation, electricity, floor
space, personnel, etc. How much money can be saved per year by reducing a 5-s test
program to 3.5 s, assuming 5 million devices per year are to be shipped. Assume that
only 90% of devices tested are good, and that the average time to find a bad device drops
t0 0.5s.

1.19. Assume the profit margin on the device in problem 1.18 is 20% (i.e., for each $1 worth of

devices shipped to the customer, the company makes a profit of 20 cents). How many
dollars worth of product would have to be shipped to make a profit equal to the savings
offered by the streamlined test program in Problem 1.18? If each device sells for $1.80,
how many devices does this represent? What obvious conclusion can we draw about the
importance of test time reduction versus the importance of selling and shipping additional
devices?
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CHAPTER

The Test Specification Process

2.1 DEvVICE DATA SHEETS

2.1.1 Purpose of a Data Sheet

Beginning test engineers often spend a great deal of time learning how to generate test plans for
mixed-signal devices. A test plan is a written list of tests and test procedures that will be used to
verify the quality of a particular device under test (DUT). The definition of a production test
plan usually begins with a device data sheet or specification sheet, as it is often called.
Unfortunately, the data sheet does not directly translate into a finite list of all required production
tests. For example, a low-pass filter ripple specification of 1.0 dB states that gain variation is
guaranteed at each and every frequency in the passband of the filter. Of course, semiconductor
manufacturers do not test every possible frequency in production. Test plan generation
sometimes seems like more of an art than a science, especially when one tries to define exactly
how a data sheet is translated into a test plan. Before exploring the art and science of mixed-
signal test plan generation, let us look at the function and structure of a data sheet in detail.

The data sheet serves many purposes. When development of a new device begins, the data
sheet serves as the design specification. Design engineers refer to the data sheet as a blueprint to
make sure they design the functions that the marketing and systems engineering organizations
have specified. As the project progresses, the test and product engineers refer to the data sheet to
define the test list. The test list must be comprehensive enough to guarantee that the
manufactured devices meet the data sheet specifications. Throughout the design process, the
customer refers to the data sheet while designing the device into the system level end application.
The data sheet thus serves as the formal communication channel between the marketing and
engineering personnel engaged in a project.

The test engineer often detects data sheet mistakes and ambiguities while writing the test plan
or developing the test program. In effect, the test engineer is the first customer for a new design.
Likewise, the tester and device interface board (DIB) can be considered the new device’s first
application. Data sheet errors should be promptly corrected to prevent further mistakes. For
instance, if an inappropriate measurement is specified in the initial data sheet, it is the test
engineer’s responsibility to make sure the error gets corrected or clarified so that a sensible test
plan can be defined. For this reason it is important to know which organization is responsible for
controlling the data sheet’s contents.

The answer to the ownership question depends somewhat on the type of device being
developed. There are two kinds of devices: catalog and custom. A catalog device is one that is
defined by the semiconductor manufacturer or by an IC design house. Once defined, a catalog
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device is offered to multiple customers for use in their end applications. A custom device, by
contrast, is defined by a specific customer. It must meet that customer’s exact requirements.

In the case of a catalog device, the systems engineering or marketing organization controls the
data sheet. The test engineer only needs to get agreement from the design and systems engineers
to make a data sheet change. In the case of a custom device, the customer and systems engineer
share responsibility for the contents of the data sheet. In addition to approvals from the
marketing or systems engineering team, the customer’s approval is also required before the data
sheet can be modified.

Depending on the customer’s requirements, data sheet changes may be very easy to
implement or they may be impossibly difficult. Regardless of the customer’s needs, though,
specification changes requested at the last minute give the appearance of a poorly run
organization. For this reason, it is a good idea for the test engineer to get involved very early in
the definition of a device so that specification changes can be suggested in a timely manner.
Suggestions made early in the new product development cycle give a customer more confidence
that the testing process is under control.

2.1.2 Structure of a Data Sheet

Data sheets may contain any of the following sections: a feature summary and description,
principles of operation, absolute maximum ratings, electrical characteristics, timing diagrams,
application information, characterization data, circuit schematic, and die layout. The sections that
are most pertinent to test engineering are the device description, principles of operation,
electrical characteristics, timing diagrams, and package/pinout information. Before we can
understand the process by which the production test list is developed, we must first understand
the purpose of each of these data sheet sections.

Figure 2.1 shows an example data sheet for a digital-to-analog converter (DAC). This data
sheet is taken from a Texas Instruments data acquisition circuits data book.! The first page of the
data sheet provides a quick device summary. The feature summary allows the customer to
quickly gauge the device’s fit to a particular application. The test engineer can generally ignore
this section since the same information is typically called out in subsequent sections of the data
sheet. The pinout and package information is much more relevant to test engineering. The test
engineer refers to the pinout and package information to design the DIB for each package type.

The device description gives a quick overview of the device’s functionality. Together with
the principles of operation (Figure 2.2), the device description defines the various operations of
the device in detail. The test program must guarantee all these functions, though not necessarily
in a straightforward manner. For instance, the device description may depict a circuit that
divides an externally generated 1-MHz reference clock by one million, producing a 1-s timebase.
Since straightforward testing would represent an unacceptably long test time of 1 s, this function
might be tested in an indirect manner.

There are many indirect ways to guarantee the operation of a 1-s timebase counter without
spending 1 s of test time. For example, a special test mode might split the divider into two
separate stages that each count to one thousand in only 1 ms. The two divider stages could then
be tested simultaneously to guarantee the functionality of the whole. Total test time would be
only 1 ms (plus overhead introduced by the tester). This is an example of a design for test (DfT)
test mode. It serves no purpose in the system-level end application. The customer does not need



to split the divider into two halves and may not even need to know that it can be placed in this
test mode at all. Therefore, test modes may or may not be documented in the data sheet.
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resistors or laser trimming, while dissipating less than 5 mW typically.

Featuring operation from a 5-V to 15-V single supply, these devices interlace easily to most microprocessor
buses or output ports. The 2- or 4-quadrant multiplying makes these devices an ideal choice for many
microprocessor-controlled gain-setting and signal-control applications.

The TLC7524C is characterized for operation from 0°C to 70°C. The TLC7524I is characterized for operation
from —25°C to 85°C. The TLC7524E is characterized for operation from —40°C to 85°C.

AVAILABLE OFTIONS
PACKAGE
SMALL OUTLINE PLASTIC CHIP
T,
A PLASTIC DIP CARRIER pus(:)c oiP
) {FN)
0*C o 70°C TLC7524CD TLC7524CFN TLC7524CN
-25°C 10 85°C TLC752410 TLC7524IFN TLC7524IN
~40°C 10 85°C TLC7524ED TLC7524EFN TLC7524EN
Please be aware that an p notice ing warranty, and use in critical apphcations of
Texas p and disclai thereto appears at the end of this data sheet.
mmnm-w-amm Cogrynght B 1997, Texas Instruments Incorporated
Prosiscis comiorm 10 specskcations per the furms of Taxes bstrumants ¢
o o TEXAS
INSTRUMENTS
POST OFFICE BOX 655300 ® DALLAS TEXAS 75265 1

Figure 2.1. Data sheet for 8-bit multiplying DAC: features, description, and pinout.
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Figure 2.2. Eight-bit multiplying DAC: principles of operation.
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Consider a second example of indirect testing which is more applicable to mixed-signal
circuits. A data sheet states that a programmable gain amplifier (PGA) can be set to gains from
0to 30 dB in 2-dB steps. It may or may not be necessary to test each and every gain step. If the
PGA is designed with a binary weighted resistor structure, it might be possible to measure only
four of the sixteen gain steps, corresponding to the four gain setting paths of the binary
architecture. The other twelve gain steps might be calculated mathematically depending on the
accuracy requirements of the test and the robustness of the design.

It is up to the test engineer and design engineer to work through all the required functionality
in the principles of operation and determine what series of tests and test modes constitute an
acceptable balance between test thoroughness and costly test time. The astute design engineer
will make architectural decisions based not only on circuit performance but also on test
efficiency. The experienced test engineer serves a critical role in helping to define what kinds of
circuits can be most efficiently tested.

Many of the features listed in the device description and principles of operation do not result
in measurements of electrical parameters. These features are verified using what is often
referred to as a go/no-go test or functional test. Functional tests result in a simple pass/fail result
with no numerical reading. Parametric tests, by comparison, are those that return a value that
must be compared against one or more test limits to determine pass/fail results.

The 1-s timer is a good example of a circuit that can be tested with a functional test. It is not
necessary to measure the exact countdown period in seconds and fractions of a second. The
digital counter circuit either divides by one million or it does not. This type of digital logic
verification is known as a functional pattern test. ’

The only way the l-s period of time could be in error is if the divider circuits are not
functional or if the 1-MHz external reference clock is not set to the correct frequency. An
incorrect external frequency setting does not need to be tested during IC production, since it is
not a function of device performance. Only a functional pattern test is required to guarantee the
l-s interval. An automated software process is often used to generate functional pattern tests.
The test engineer should verify that all digital functionality has been guaranteed by either
automatically generated patterns or by hand-coded functional pattern tests.

In highly customized mixed-signal devices, the test engineer needs to understand the end
application of the device. Otherwise, the concurrent engineering process described in Chapter 1
will be impeded and the test engineer will not be able to contribute to the design definition and
debug. The device description and principles of operation provide the test engineer with much of
the information needed to understand the system into which the device will be placed.

2.1.3 Electrical Characteristics

Electrical characteristics (or electrical specifications) provide the test limits and test conditions
for many of the parametric tests in a mixed-signal test program. Figures 2.3 and 2.4 show the
electrical characteristics for the 8-bit multiplying DAC. While the format of the electrical
characteristics section may vary widely from one manufacturer to another, there are some
common features. There are generally parameter names to the left side of the chart, followed by
test conditions. Often, a series of notes are listed below the electrical characteristics that give
more complete background information for some of the specifications.
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TLC7524C, TLC7524E, TLC7524|
8-BIT MULTIPLYING DIGITAL-TO-ANALOG CONVERTERS

SLAS061B — SEPTEMBER 1986 ~ REVISED NOVEMBER 1897

recommended operating conditions

Vpp=5V Vpp=15V uNIT
MIN NOM MAX MIN NOM MAX
Supply voltage, Vpp 4.75 5 525] 145 15 155 \
Reference voltage. Vref £10 £10 v
High-level input voltage, ViH 24 135 v
Low-level input voltage, Vj_ 0.8 15 \
CS setup time, l5y(CS) 40 40 ns
CS hold time, th(Cs) 0 0 ns
Data bus input setup time, tsy(D) 25 25 ns
Data bus input hold time, t(p) 10 10 ns
Pulse duration, WR low, ty(wR) 40 40 ns
TLC7524C 0 70 0 70
Operating free-air temperature. Ta TLC7524] -25 85 -25 85 °C
TLC7524E -40 85| -40 85

electrical characteristics over recommended operating free-air temperature range, Vet =10V,
OUT1 and OUT2 at GND (unless otherwise noted)

Vpp=5V Npp=15V
PARAMETER TEST CONDITIONS UNIT
MIN TYP MAX| MIN TYP MAX
Iy  High-level input current Vi=VpDp 10 10 pA
I Low-level input current V=0 -10 -10 pA
OUT1 DBO-DB7 at0 Vv, R,CSatoV, +400 +£200
kg Output leakage Vrgf =210V A
current WR, CS
ouT2 DBO-DB7 atVpp, WR,CSatoV. +400 4200
Vigt=+10V
Quiescent | DBO-DB7 at Vigmin or V| max 1 2 mA
ipp  Supply current
Standby | DBO-DB7 at 0 V or Vpp 500 500 HA
Supply voltage sensitivity, _
ksvs AgaINAVDD AVDp = £10% 001 0.6 0.005 0.04 | %FSRM%
. Input capacitance,
G pBoDB7, WR,CS V=0 s 5| fF
ouT! DBO-DB7 a0V, WR,C5at0V X 2
c st capaci ouT2 ov. WRCSalo 120 0]
Outp ance
° P oUT! I 120 20| F
Utz DBO-DB7 atVpp, WR, CS at0 = =
Reference input impedance
(REF to GND) 5 204 5 20| W
*3 7,
EXAS
INSTRUMENTS
POST OFFICE BOX 655303 ® DALLAS, TEXAS 75265 3

Figure 2.3. Recommended operating conditions and electrical characteristics.
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TLC7524C, TLC7524E, TLC75241
8-BIT MULTIPLYING DIGITAL-TO-ANALOG CONVERTERS

SLAS061B - SEPTEMBER 1986 — REVISED NOVEMBER 1997

operating characteristics over recommended operating free-air temperature range, Ve =+10 V,

OUT1T and OUT2 at GND (unless otherwise noted)

PARAMETER TEST CONDITIONS Yop =3V Yop=15V UNIT
N MIN TYP MAX | MIN TYP MAX
Linearity error +0.5 *0.5 LSB
Gain error See Note 1 +25 +25 LSB
Settling time (to 1/2 LSB) See Note 2 100 100 ns
Propagation delay from digital input
to 90% of final analog output current See Note 2 80 80 ns
Vref = £10 V (100-kHz sinewave)

Feedthrough at OUT1 or OUT2 WR and CS at 0 V, DBO-DB7 at 0V 0.5 0.5] %FSR
Temperature coefficient of gain TaA = 25°C to MAX +0.004 +0.001 %FSRFC

NOTES: 1. Gain ermor is measured using the intemal feedback resistor. Nominal fulf scale range (FSR) = Vygf~ 1 LSB.
2. OUT1load =100, Cext= 13 pF, WR at 0V,CS at 0V, DBO - DB7 at 0V o Vpp or Vpp to O V.

operating sequence

—— tsu(Cs) —

= | [¢—¥— tncs)
_—\l( ] /____

|
r— tw(wR) —'}
WA _——\L
- £
I“— tsup) —¥ .

o —

$ TEXAS
INSTRUMENTS

POST OFFICE BOX 655303 ® DALLAS, TEXAS 75265

Figure 2.4. Electrical specifications and timing diagram.
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In the example in Figure 2.4, Note 1 states that the “Gain error is measured using the internal
feedback resistor...” This piece of information is vital, since the gain error specification is
ambiguous without it. Data sheet ambiguities can lead to frustrating correlation efforts. For
instance, if Note 1 was missing, the test engineer might use the internal resistor to measure gain
error while the customer uses an external resistor. The two engineers might waste days trying to
agree upon the correct value of gain error for a particular group of DUTSs. Unfortunately, the
data sheet seldom lists all possible test conditions for each measurement in complete detail. The
test plan must fill in the gaps as needed. The test engineer should also suggest that clarifications
be added to the data sheet wherever serious ambiguities might cause the customer problems at a
later time.

On the right side of the electrical specification table are the test limits. These are divided into
three categories: MIN, TYP, and MAX. The MIN column and MAX column represent the
minimum and maximum values allowed for a passing device. These may or may not all be
tested in production on every single device. Nevertheless, all specifications should be tested in
an extended characterization version of the test program. The extended test program verifies that
the device design meets all of the specifications listed in the electrical characteristics section of
the data sheet.

The TYP column represents the typical reading expected from a good device. If a TYP value
is specified at all, it is often just the average of the MIN and MAX test limits. The production
test program does not generally guarantee the TYP value. For example, it is not necessary to
verify that the average reading for a large number of tested devices is equal to the TYP value.
Since the TYP value has no guaranteed correlation to the devices tested, it has much less value to
the customer than the guaranteed MIN and MAX specifications.

The TYP column is sometimes used to specify parameters that are guaranteed by design
and/or process. For example, an 8-bit DAC has 8 bits of resolution by definition. Resolution is
sometimes listed as a typical specification, but only as a means of formally communicating the
number of DAC input bits. The TYP column is also used to list characterization data for
parameters that are difficult or impossible to measure in a cost-effective manner. For example,
input capacitance is often listed as a typical specification because it is largely dominated by the
design layout and by the device package. In cases such as this, characterization data can be
collected from many devices to prove that the parameter never fails and therefore does not need
to be tested in production.

Sometimes the data sheet lists a parameter with a note stating that it is “guaranteed, not
tested” or “guaranteed by design.” This is a formal way to notify the customer that this
specification has been characterized and shown to be good by design, and is therefore not tested
in production. However, the lack of such a notice should not be taken as a guarantee that the
parameter is tested in production. Most data books contain a notification that parameters may or
may not be tested in production, but that they are nevertheless guaranteed by the manufacturer to
meet minimum and maximum specifications.

In addition to electrical characteristics, Figure 2.4 also shows the timing diagram for the
example 8-bit DAC. Timing diagrams are critical to test program development. The digital
patterns used in mixed-signal tests are sometimes generated manually due to frequency
synchronization issues that will become more apparent in subsequent chapters. At present there
are few if any good automation schemes that allow the design engineer to specify mixed-signal
tests in a way that allows automatic translation into a debugged test program. The mixed-signal
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test generation process is still largely manual. Thus timing diagrams are still very pertinent to
mixed-signal test engineers.

Application information is often added to the data sheet to aid the customer in designing the
end application. Figure 2.5 shows the application diagram for the example 8-bit DAC. This
particular application diagram shows the customer how to use the DAC in voltage mode rather
than current mode. Application information is often very helpful to the test engineer, as well as
the customer. Often the application information helps the test engineer understand the intended
application for the device or helps in designing a thorough test list. Application information can
also be helpful in the design of circuitry located on the automated test equipment’s device
interface board (DIB).

Figure 2.6 shows a functional block diagram for the example DAC. The functional block
diagram is extremely important on complex devices since it provides a top-level representation
of all the device functions in a single diagram. Like the application information section, the
functional block diagram helps the customer (and the test engineer) understand the overall
functionality of a complex mixed-signal device. Figure 2.6 also shows the absolute maximum
and recommended operating conditions for the example 8-bit DAC. Absolute maximum ratings
are not intended for production testing. These are specified limits beyond which device damage
may occur. The recommended operating conditions, by contrast, list production test conditions
such as minimum and maximum supply voltage under which all test limits must be met. The
recommended operating conditions are therefore quite important to the test engineer, since they
define the permutations of test conditions under which all the specifications must be met.

Figure 2.7 shows characterization data for a low-offset JFET op amp. Characterization data
may or may not be included in a data sheet. If it is included, it does not necessarily represent
guaranteed data. It is analogous to the TYP data column and is not necessarily guaranteed by the
production test program. Certain characterization plots such as statistical histograms may be
collected using the production tester simply because it is the easiest way to generate the data.
However, characterization plots are more often generated using bench equipment such as
oscilloscopes and spectrum analyzers.

2.2 GENERATING THE TEST PLAN

2.2.1 To Plan or Not to Plan

Strictly speaking, test plans are not absolutely necessary. A test engineer can certainly generate
a test program by simply sitting down at the tester computer and entering code based on the
device data sheet. There are several problems with this type of undisciplined approach. First,
device testability will probably not be identified early enough to allow the addition of test
features to the design. Test plans force the design engineers and test engineers to work through
all the details of testing at an early stage in the design cycle. Second, the test engineer may
create test-to-test compatibility problems if the details of all tests are not known up front. For
example, a clocking scheme that works well for one test may be incompatible with the clocking
scheme required for a subsequent test. The first test may then need to be rewritten from scratch
so that the clocking schemes mesh properly.

If a test plan is not clearly documented before coding begins, then the test engineer lacks the
necessary overview of the test program that allows all the tests to fit together efficiently.
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TLC7524C, TLC7524E, TLC75241
8-BIT MULTIPLYING DIGITAL-TO-ANALOG CONVERTERS

SLAS061B - SEPTEMBER 1986 - REVISED NOVEMBER 1887
— ]

APPLICATION INFORMATION

voltage-mode operation

It is possible to operate the current-multiplying DAC in these devices in a voltage mode. In the voltage mode,
a fixed voltage is placed on the current output terminal. The analog output voltage is then available at the
reference voltage terminal. Figure 1 is an example of a current-multiplying DAC, which is operated in voltage
mode.

REF (Analog Output Voltage)
2R 2R 2R 3 2R

‘[T"To"?' "

. OUT1 (Fixed Input Voltage)

/J7 0ouT2

Figure 1. Voltage Mode Operation

The relationship between the fixed-input voltage and the analog-output voltage is given by the following
equation:

Vo = V| (D/256)
where

Vo = analog output voltage
V| = fixed input voltage
D = digital input code converted to decimal

In voltage-mode operation, these devices meet the following specification:

PARAMETER TEST CONDITIONS MIN MAX | UNIT

Linearity error at REF VDp=5V, OUT1=25V, OUT2atGND, Tp=25°C 1| Lss

ﬂ’ TEXAS
INSTRUMENTS

POST OFFICE BOX 655303 ® DALLAS, TEXAS 75265

Figure 2.5. Eight-bit multiplying DAC: application information.
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TLC7524C, TLC7524E, TLC7524]
8-BIT MULTIPLYING DIGITAL-TO-ANALOG CONVERTERS

SLAS0618 - SEPTEMBER 1386 - REVISED NOVEMBER 1997

functional block diagram

15 R R R
REF
2R < 2R
16
— Rrp
$3 s$8 :: R
BEivEnis
| | | 2 oure
. L
cS — 3
_—13 Data Latches GND
WR—> L.
T4 5 Ts Tﬁ
bB?7 bBé DBS bBO
(MSB) (LSB)
N /
\
Data Inputs

Terminal numbers shown are for the D or N package.

absolute maximum ratings over operating free-air temperature range (unless otherwise noted)

Supply voltage range, VoD - ..ottt e -03Vto 165V
Digital input voltage range, V| ......c.iniiiiiii it -03VtoVpp+03V
Reference voltage, Vigt .. ..inv ittt i i i e e e 25V
Peak digital Input CUment, [ ... .o i 10 pA
Operating free-air temperature range, Ta: TLC7524C ... .....ciieiniiiiainiiiinnnnnnn, 0°C to 70°C

TLC75241 ...ooiiiiiiiiin i -25°C to 85°C

TLC7524E ... .ottt —40°C to 85°C

Storage temperature range, Tgtg - - .-« oo e
Case temperature for 10 seconds, Tc:FNpackage ..................coiiiiine...
Lead temperature 1,6 mm (1/16 inch) from case for 10 seconds: D or N package

—65°C to 150°C

ﬂ’ TexAs
INSTRUMENTS

2 POST OFFICE BOX 655303 ® DALLAS, TEXAS 75265

Figure 2.6. Eight-bit multiplying DAC: functionat block diagram and absolute maximum ratings.
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TLO5x, TLO5xA, TLOSXY
ENHANCED-JFET LOW-OFFSET
OPERATIONAL AMPLIFIERS

SLOS178 - FEBRUARY 1997
———————

TYPICAL CHARACTERISTICS
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Figure 2.7. Low-offset JFET op amp: characterization data.
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Similarly, test hardware such as DIBs and probe interface hardware cannot be properly
designed until all test details are known. F inally, the test plan helps to identify shortfalls in the
target tester’s capabilities. Early identification of tester deficiencies allows the test engineer time
to find acceptable work-arounds. Sometimes, the design engineer can even modify the IC design
to accommodate tester deficiencies. This is another example of design for test (DfT).

2.2.2 Structure of a Test Plan

The structure of a mixed-signal test plan varies from one engineer to the next and from company
to company. Since test plans are not generally published outside a company, they tend to be less
formal and less structured than device data sheets. The primary purpose of a test plan is to serve
as a roadmap for the test engineer while the test program is being generated. However, it is also
used as the official communication channel between test engineers, design engineers, product
engineers, and even customers. Depending on the needs and tastes of the person or organization
generating a test plan, it might include any of a number of sections. The following are some
suggestions for a well-written test plan.

A thorough test plan includes device background information that cannot be found in the data
sheet. For example, a device may have test modes that are not documented in the data sheet.
The test plan is an ideal place to list all test modes and how they are utilized. The test plan is
also a good place to explain special test requirements that relate to the end application of the
device. For example, a data sheet might list a parameter called error vector magnitude that is
documented more completely in a separate telecommunication standard. It is a, good idea to
explain some of the details of a test like this so that a new engineer does not have to spend hours
researching the purpose and meaning of the test.

When reading another person’s test program, it can sometimes be difficult to understand why
a particular test is being performed. A test plan should explain the purpose of each test and how
it relates to a data sheet specification. It should also explain any assumptions the test engineer is
making about a particular test. For example, an amplifier’s absolute gain may be specified from
0to 10 kHz. If the test engineer plans to test absolute gain at only three frequencies, then the test
plan should explain why those frequencies were chosen. Was it an arbitrary choice, or does it
relate to expected weaknesses in the design? It should also answer other questions: What was
the input signal level? What typical level is expected from the output of the device? Are other
tests like signal-to-noise ratio tested at the same time as absolute gain?

Another very useful addition to a test plan is hardware setup diagrams for each test. A
hardware diagram can include as much or as little detail as needed to explain the test. If too
much detail is included, then the diagram becomes too cluttered to clearly explain the test
conditions. It would probably be unnecessary, for example, to show the full schematic for an op
amp gain stage having a gain of 10. It would be perfectly acceptable to simply draw a triangular
buffer with the label “x10 gain.” Likewise, it is unnecessary to draw an entire 256-pin DUT if
only three pins of the DUT are relevant to a given test,

Consider the simple diagram in Figure 2.8, showing a test diagram for a DAC full-scale
output test. This diagram looks simple, but it may actually represent a test for a small portion of
a much more complicated device. Since most of the other pins of the DUT are irrelevant during
this test, they can be eliminated from the diagram for clarity. Simplified block diagrams such as
this are often more useful in test plan diagrams than fully detailed schematic representations.
Another way to eliminate clutter is to document default conditions. Default conditions such as
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+Full-scale code

D7-DO
DACOUT
VREF

+
Rioap @ Vour
25V 1kQ

N

Figure 2.8. Test plan hardware setup diagram.

nominal power supply settings and nominal digital timing can be documented in a “defaults”
section at the beginning of the test plan. Unless otherwise specified, these defaults are assumed
to apply to all remaining test descriptions.

Test descriptions should be documented in a tester-independent manner if possible. This
makes it easier for all engineering team members to understand the purpose of the test and how it
should ideally be implemented. If the test plan describes each test in a tester-independent
manner, it also makes it easier to convert test programs from one tester to another. Tester-
specific information such as digitizer sampling rates and meter range settings can be added to the
test plan, but they should perhaps be set aside in a separate subsection after the generic tester-
independent description. ‘

2.2.3 Design Specifications versus Production Test Specifications

Since the data sheet is initially used as a design specification, it may contain parameters that
either cannot be tested or do not need to be tested in production. These internal specifications are
meant for the design engineers only, and should probably be removed from the final data sheet.
Consider a very simple example of an on-chip resistor specification of 100 k2 plus or minus
10%. A resistance test would normally be performed by forcing current across the resistor,
measuring the voltage drop, and applying Ohm’s law to calculate resistance. However, if the
resistor is permanently connected into the feedback path of an op amp gain stage, then resistance
may not be directly measurable.

Beginning test engineers sometimes agonize over how to measure an internal parameter such
as this without realizing that it is only an internal design specification. Such parameters do not
necessarily need to be tested in production. The experienced test engineer knows to verify with
the design engineer whether or not the specification is a design specification or a production
specification. If it is indeed a production specification and the test engineer has no access to
measure the parameter, then something must be done to make the parameter measurable. A
design for test (DfT) structure might be added to the design early in the design cycle to allow the
necessary test access.

In the on-chip resistor example the resistance and its tolerance is specified only to remind the
design engineer of the requirements necessary to support another parameter such as absolute
gain. Absolute gain of a simple op amp inverting gain stage is the result of several parameters
including two resistance values. The op amp gain stage will probably require an absolute gain
specification, which can be measured directly without pulling the resistor out of the gain circuit.
If absolute gain performance is the driving force behind the resistance specification, there is no
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reason to measure the resistance values in production. Measuring the important parameter,
absolute gain in this example, is sufficient. No DfT structure would be required to test the
resistors’ values in production.

2.2.4 Converting the Data Sheet into a Test Plan

One of the most difficult things to teach a new test engineer is how to convert a data sheet into a
corresponding test plan. The difficulty arises from the infinite permutations of possible tests
implied by the data sheet. Unlike many digital devices, mixed-signal circuits have an obnoxious
habit of interacting with one another in unexpected ways. For example, the signal-to-noise ratio
of an amplifier may change depending on the operating mode of a completely separate digital
circuit on the opposite side of the die.

This effect may worsen with varying power supply voltage setting, die temperature, etc. How
does a test engineer know which operating modes should be tested when there are so many
possible permutations of test conditions? Obviously, the production test program must consist of
a small subset of possible test conditions but it is difficult to define the pruning process in a
scientific manner. There is really no fixed series of steps that can reliably convert a data sheet
into a test plan. Nevertheless, a few suggestions are listed in the following paragraphs as a
starting point.

For each sentence in the device description and principles of operation, make sure a test is
defined that guarantees the device can perform the described operation. For example, if the
description states that a DAC can operate in either of two digital interface modes, make sure
there is a test that verifies both interface modes. Perhaps the DAC has to be tested in both
modes, or perhaps the DAC can be tested in only one mode and a much faster digital test can be
executed to verify the other mode. These details must be discussed with the design engineers
and systems engineers.

The central function of a mixed-signal test program is the measurement of each of the
electrical specifications listed in the device data sheet. For each electrical parameter, make sure
that a test is defined to measure the parameter in all modes of operation. For example, a DAC
might have a particular linearity specification, but it may operate in two different modes with
three different voltage ranges and two possible power supply voltages.

Unfortunately, the permutations of possible test conditions will often grow to an unrealistic
test list. If the permutations of modes and test conditions are too large, then discuss the problem
with the design engineers and try to identify which permutations are likely to cause the most
problems. These so-called worst-case conditions are commonly used to prune an infinite test list
down to a more manageable subset of critical tests.

Each electrical specification should raise a series of questions. If the device includes internal
control registers, how should they be set during each test? What loading should be applied to the
output pins of the device? Should an extemal voltage reference be supplied to the device or
should an internal voltage reference be enabled? Can the device drive the capacitive load
presented by the tester instruments or will a voltage follower need to be added to the device
interface hardware? Are there important electrical specifications that have not been included in
the data sheet? Asking detailed questions like this can save the test engineer many headaches
later in the project.
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In the early stages of device development, some parameters may be listed as TBD (to be
determined). Make sure that the innocent-looking TBD placeholder for a simple DC offset test
does not become an unexpected nightmare like “offset = 1 pV MAX? at the last minute. There is
a huge difference in test methodology between a 100-mV DC offset test and 1-pV offset test.
Asking for rough estimates of expected performance is a good idea, even if the exact
specification is not known.

After considering all these questions, a limited set of tests must be specified. In the end, it
may be impossible to predict what modes of operation represent worst-case test conditions. To
be safe, the test engineer usually specifies as many permutations as is reasonable. The initial test
program has to be written so that the test list and test conditions can be easily modified. In this
manner, worst-case conditions can be determined through empirical characterization of the
device performance. After thorough characterization of many lots of production devices, the test
list can be pruned down to an optimum set of tests that most efficiently probe the DUT’s
weaknesses.

2.3 COMPONENTS OF A TEST PROGRAM

2.3.1 Test Program Structure

The test program is a detailed, tester-specific version of the test plan, written in the target tester’s
native language. It may at times deviate from the test plan if the target tester is incapable of
performing tests exactly as specified by the test plan. In these cases, comments should be added
to the program to make this discrepancy clear. Major deviations should be approved by the other
members of the engineering team.

Tester languages vary from low-level C routines to very sophisticated graphical user interface
environments. Despite wide differences in their details, tester languages often share some basic
structural components. Test programs typically consist of all or most of the following sections:
waveform creation and other tester initializations, calibrations, continuity, DC parametric tests,
AC parametric tests, digital patterns (also known as functional tests), digital timing tests, test
sequence control, test limits, and binning control.

Well-written test programs often contain extensive characterization code to perform tests not
specifically required by the data sheet. These characterization tests allow the design engineers to
better evaluate the quality and robustness of the IC design. A thorough test program may also
contain code that allows offline simulation of the tests so that certain portions of the program can
be debugged without a tester or device. Let us take a more detailed look at some of the structural
components commonly found in a mixed-signal test program.

2.3.2 Test Code and Digital Patterns

Test code and digital patterns make up the bulk of mixed-signal test programs. Test code
controls the order and timing of instrument settings, signal generation, and signal measurements
that make up each measurement in the test program. Test code typically does not control the
real-time details of each instrument, though.

For example, the data generated from the digital subsystem of a tester are not clocked out one
bit at a time by the test code. Instead, the test code simply calls for the tester’s digital subsystem
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to begin exercising the desired digital pattern at the appropriate time. The digital subsystem then
takes care of the details of generating the individual ones and zeros. Thus the test code for a
DAC full-scale output test might look something like this in pseudocode:

dac_full_scale_voltage(

set VI1 = 2.5 V; /* Set the DAC's voltage reference to 2.5 volts */

start digital pattern = “dac_full_scale™; /* Set the DAC output to +full scale (2.5 V) */
connect meter: DAC_QUT /* Connect the DAC voltmeter to the DAC output */
fsout = read_meter( ); /* Read the voltage level at the DAC_QUT pin */

test fsout; /* Compare the DAC full scale output to the data sheet limits */

Digital patterns consist of groups of data bits called vectors. Each vector represents the drive
and expect data that are to be sent out on each of the tester’s digital pins at a specific time. Drive
data specifies the desired state at the input to the DUT (HI, LOW, or H1Z). Compare data (also
called expect data) specifies the required digital output from the device. Vectors are usually sent
out at a regular rate, called the bit cell rate. Digital patterns usually contain not only the 1/0
drive and expect data, but also the sequencing information for the vectors. The digital pattern
sequencing commands allow branching, looping, and other vector sequencing operations that
make the pattern more compact. To generate a pair of clocks at two different frequencies from
digital pins CLK1 and CLK2, one might write the following pseudocode pattern:

label pattaern control CLK1 CLK2

START 0 /* Vector one */
0 /* Vector two, etc
1
Jump START 1 /* Infinite loop *,

This pattern would continue in an infinite loop, producing two frequencies. The CLKI
frequency would be twice that of the CLK2 frequency.

The test code and the digital pattern must operate in stepped synchronization for mixed-signal
tests. It would be unfortunate in the DAC test above if the digital pattern “dac_full_scale” did
not execute until 50 ms after the meter measurement had already been performed. For this
reason, mixed-signal testers include handshaking functions in both the test code and digital
pattern control that allow the tester computer and digital pattern subsystem to keep in step with
one another,

Another pattern issue unique to mixed-signal testing is that the pattern often must be executed
at a very precise frequency. It is not acceptable to round off the period of the vector rate to the
nearest nanosecond as is often done in purely digital test programs. The reason for this will
become more apparent in Chapters 6 and 7, “Sampling Theory” and “DSP-Based Testing.”
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2.3.3 Binning

One of the functions of a test program is to sort each device into one of several categories, called
bins, depending on the outcome of the various tests. The most obvious bins are “pass” and
“fail,” but there are several others that might be added. For example, a continuity test is usually
inserted at the beginning of the test program.

The purpose of the continuity test is to verify that all the electrical contacts between the tester
and the DUT have been successfully connected. If a large percentage of devices fail the
continuity test, this indicates a probable error in the tester hardware. It is therefore a good idea to
use separate bins for continuity failures and data sheet failures so that the production staff can
more easily recognize tester hardware problems.

Binning is not always a pass/fail operation. Sometimes there are different grades of passing
devices. If a device is designed to operate at 100 MHz but some of the manufactured devices are
actually able to operate at 120 MHz, then the test program might be set up to split these devices
into two quality grades, “good” and “great.” Bin 1 might represent the 120-MHz devices, while
Bin 2 might represent the devices that could only operate up to 100 MHz. The-120 MHz devices
would be labeled differently than the 100-MHz devices. They would also be priced differently,
of course. We are all familiar with higher prices for faster PC microprocessors and memory
chips.

Fast binning is a term used to describe a tester’s ability to bin a bad device as soon as it fails
any test. This is done to prevent a bad device from wasting valuable tester time after it has
already produced a failing result. The test and product engineers should work together to ensure
that the most commonly failed tests are placed near the beginning of the test program. This
allows the tester to sort bad devices as quickly as possible.

The tester generates a binning signal that tells the handler or prober what to do with the
various categories of devices. Until recent years, bad die on a wafer were often squirted with red
ink dots to designate them as failures. Now this inking is commonly performed offline or is done
in a purely virtual manner using pass/fail databases and production lot ID numbers. At final test,
different grades of packaged devices are sorted into separate plastic tubes or trays by the handler.

2.3.4 Test Sequence Control

Test sequence may be controlled in a number of ways, depending on the sophistication of the
tester’s software environment. In older testers, the order of the various tests was simply
determined by the order of test routine execution. Comparisons of measured results against test
limits were performed after each measurement. Test limits were therefore scattered all through
the test program along with the instrument setups and measurement code. Such a scattered
arrangement made it difficult to identify which test limits were applied to a device in a given
version of the test program. This made it difficult to verify that the test program limits matched
the data sheet limits.

As tester software environments matured, a new type of test code module evolved to allow a
more convenient summary of test flow, test limits, and binning information.  The new code
module, called a sequencer by some vendors, contains the test routine function calls, the test
limits, and the binning information for each test result. The sequencer code allows the
programmer to order the tests and group all the test limits into a central location in the test code,
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separate from the test routines themselves. The sequencer code thus provides a convenient
summary of the test list, test order, and pass/fail limits for each test. This makes it easier to audit
the program for compliance with data sheet test limits. Depending on the tester’s software
environment, the sequencer modules may be coded as text or they may consist of graphical
interface objects linked together with arrows to indicate program flow and binning decisions.

2.3.5 Waveform Calculations and Other Initializations

Mixed-signal test programs use many precomputed waveforms. A 1-kHz gain test requires a
sinusoidal waveform that does not change from one program execution to the next. Waveforms
that do not need to change are precomputed and stored either in arrays or directly into memory
banks in the tester instruments themselves. Digital waveforms are also precomputed and stored
in the digital subsystem of the tester. Many of the required initializations such as waveform
computations are performed only once when the test program is first loaded. Performing these
initializations only once saves a large amount of test execution time.

Other operations, such as resetting tester instruments to a default state, must be performed
each time the program is run. The details of initializations are very specific to each tester, but
most testers involve some type of first-run initialization code. One major class of first-run code
is focused calibrations and checkers.

2.3.6 Focused Calibrations and DIB Checkers

Sometimes the instrumentation in a tester does not have sufficient accuracy for a given test. If
not, a special routine called a focused calibration is required when the program first runs. The
focused calibration routine determines the inaccuracy of the instrument using slower, more
accurate instrumentation as a reference. The inaccuracies of the faster instrument can then be
corrected in a process known as software calibration.

Software calibrations must also be performed on circuitry placed on the device interface
board. Assume an op amp voltage follower is placed on the DIB to buffer a weak device output.
The gain and offset of the voltage follower adds errors into any measured results. The test
engineer must calibrate the gain and offset of the voltage follower using focused calibrations to
achieve maximum accuracy. Sometimes focused calibrations can be as difficult to develop as the
device measurements themselves, especially when extreme accuracy is required in the final test

Fortunately, many software calibrations are hidden from the user in the tester’s operating
system. These calibrations are performed automatically when the program is first loaded. Other
calibrations are performed on a regular basis, such as once per week. Software calibration is
discussed in greater detail in Chapter 10, “Focused Calibrations.”

Electromechanical relays, op amp circuits, comparators, and other active circuits are
commonly placed on the DIB to extend the tester’s functionality and accuracy. These circuits
are subject to failure. The test program should include DIB checker code to verify the
functionality of any circuitry placed on the device interface board. This allows production
personnel to avoid running thousands of good devices through a bad DIB before discovering the
error. DIB checker routines are usually run along with focused calibrations when the program is
first loaded.
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2.3.7 Characterization Code

Characterization tests are often added to a test program to allow thorough evaluation of the first
few lots of production material. Thorough characterization of a new device is critical, since it
allows the design engineers to identify and correct the marginal portions of the design. An
example of a characterization test would be a filter response test implemented at each frequency
from 100 Hz to 10 kHz in 100-Hz increments. Such a test would never be cost-effective in a
production test program, but it would provide thorough information about the filter’s gain versus
frequency characteristics.

2.3.8 Simulation Code

Simulation code is sometimes added to a mixed-signal test program to allow some of the
mathematical routines to be verified. For example, the ideal output of a DAC might be simulated
and stored into an array for use by a DAC linearity calculation routine. Offline code debugging
techniques like this are a good way to reduce debug time and avoid wasting valuable tester time.
However, such simulations are not entirely effective in uncovering errors such as incorrect DUT
register settings or improper tester instrument range settings.

A more advanced type of simulation, known as test simulation or virtual test allows true
closed-loop simulation of the tester and device. Using test simulation, a software model of the
tester stimulates a model of the DUT according to the instructions in the test program. The
tester model and tester operating system then capture the responses from the DUT model and
compare them to test limits. Test simulation is explained in more detail in Chapter 16, “Test
Economics.”

2.3.9 “Debuggability”

It is said that the three most important things in real estate are location, location, and location. It
might be said of test program structure that the three most important things are debuggability,
debuggability, and debuggability (despite the fact that “debuggability” is not a real word). A
study at Texas Instruments showed that the test program debugging process takes about 20% of
an average test engineer’s week. The debugging time was found to be roughly twice the time
spent writing test code.

Debugging is not only a matter of finding and fixing test code bugs. It is also a matter of
locating measurement correlation errors, intermittent failures, and hardware problems including
bad DIB layout and broken tester modules. More important, test debugging often turns into
design debugging.

Design debugging activities account for a large portion of the test program debugging time.
One of a mixed-signal test engineer’s most valuable roles is to help the design engineers isolate
design problems. A good test engineer with a well-structured test program can quickly modify
the program and run experiments for design engineers or customers. These experiments are
critical to reducing the time it takes to get the problems worked out of a new mixed-signal
design. The success or failure of a mixed-signal product often depends on how well the design
engineers, test engineers, and product engineers work together to resolve design problems.
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2.4 SUMMARY

In this chapter, we have reviewed the basic structure of a data sheet, and we have seen how
tabular entries and comments in a data sheet translate first into a test plan and then into a test
program. The translation is not a simple one-to-one process, with each data sheet entry
corresponding to one clearly defined test. Rather, the process requires a great deal of thought,
experience, and common sense to guarantee the intent of the data sheet specifications without
literally performing millions of possible tests in a production test program.

In Chapter 3, we will begin looking at the test development process, starting with the
definitions of some of the most basic tests in a mixed-signal test program, the analog DC tests.
Since these tests require very simple hardware and software, we will study DC tests first to gain
some familiarity with the language and methodology of analog and mixed-signal testing. Our
study of true mixed-signal tests, involving a mixture of analog and digital signals, will be
delayed until later chapters so that we can first develop a fundamental understanding of issues
such as accuracy and repeatability.

Problems

2.1. (a) List at least three purposes of a data sheet. (b) List at least six types of information
that can be found in a data sheet. (c) In which section of the data sheet are the maximum,
minimum, and typical specification limits listed?

2.2. What is a test plan? Is there a rigorous method to convert any given data sheet into a test

plan? Do the electrical characteristics listed in the tables of a data sheet correspond one-
to-one with individual DUT measurements?

2.3. Do the absolute maximum ratings need to be verified during production testing?

2.4. Problems 2.4-2.8 refer to the TLC7524C data sheet in Figures 2.1-2.6. What output
load resistance should be attached to the DAC output (OUT1) during the settling time
test? What capacitance should be attached in parallel with the load resistance?

2.5. What is the ideal relationship between the output voltage and the input voltage and digital
input code when the DAC is operated in voltage mode?

2.6. What state must be applied to the WR and CS signals to allow the DAC output voltage
to change according to the data at DB0-DB7? If the CS signal is high and the WR
signal is low, what will happen to the DAC output when the data signals DB0-DB7
change from 00000000 to 111111117

2.7. When the TLC7524C is packaged in the FN package, what device signal is attached to
pin 16?7 What signal is attached to pin 9? What pin is connected to the positive power
supply?

2.8. When the TLC7524C is powered with a 5-V supply, what is the maximum power

dissipated by the device? If a TLC7524C draws 1.5 mA from the Vpp supply, would it
pass the power dissipation specification?

2.9. At what frequency does the total harmonic distortion for a TLO51 JFET op amp exceed
0.004%? Is the distortion at this frequency guaranteed to be less than 0.004% on every
device?
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2.10.
2.11.

2.12.
2.13.

An Introduction to Mixed-Signal IC Test and Measurement

Can a DUT’s specifications be measured under all possible test conditions?

Which section of a test program tells the handler or prober whether a device is good or
bad?

What is the purpose of the DIB checker section of a test program?

What is the purpose of focused calibrations?
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CHAPTER

DC and Parametric Measurements

3.1 CoNTINUITY

3.1.1 Purpose of Continuity Testing

Before a test program can evaluate the quality of a device under test (DUT), the DUT must be
connected to the ATE tester using a test fixture such as a device interface board (DIB). A typical
interconnection scheme is shown in Figure 3.1. When packaged devices are tested, a socket or
handler contactor assembly provides the contact between the DUT and the DIB. When testing a
bare die on a wafer, the contact is made through the probe needles of a probe card. The tester’s
instruments are connected to the DIB through one or more layers of connectors such as spring-
loaded pogo pins or edge connectors. The exact connection scheme varies from tester to tester,
depending on the mechanical/electrical performance tradeoffs made by the ATE vendor.

Hand-test socket Device under

or handler contactor \ test (DUT) Device in(tglr;ace board
(

Wﬁ— Pogo pin blocks ——bﬂm‘
: I
@DOO Pin card D@@@
@ @ @ @ electronics D @ D D
O D @ D Test head @ @ D O
st hea

Figure 3.1. ATE test head to DUT interconnection:

In addition to pogo pins and other connectors, electromechanical relays are often used to route
signals from the tester electronics to the DUT. A relay is an electrical switch whose position is
controlled by an electromagnetic field. The field is created by a current forced through a coil of
wire inside the relay (Figure 3.2). Relays are used extensively in mixed-signal testing to modify
the electrical connections to and from the DUT as the test program progresses from test to test.

45
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Figure 3.2. Electromechanical relays.

Any of the electrical connections between a DUT and the tester can be defective, resulting in
open circuits or shorts between electrical signals. For example, the wiper of a relay can become
stuck in either the open or closed position after millions of open/close cycles. While
interconnect problems may not pose a serious problem in a lab environment, defective
connections can be a major source of tester down time on the production floor. Continuity tests
(also known as contact tests) are performed on a device to verify that all the electrical
connections are sound. If continuity testing is not performed, then the production floor personnel
cannot distinguish between bad lots of silicon and defective test hardware connections. Without
continuity testing, thousands of good devices could be rejected simply because a pogo pin was
bent or because a relay was defective.

3.1.2 Continuity Test Technique

Continuity testing is usually performed by detecting the presence of on-chip protection circuits.
These circuits protect each input and output of the device from electrostatic discharge (ESD) and
other excessive voltage conditions. The ESD protection circuits prevent the input and output
pins from exceeding a small voltage above or below the power supply voltage or ground. Diodes
and silicon-controlled rectifiers (SCRs) can be used to short the excess currents from the
protected pin to ground or to a power terminal.

An ESD protection diode conducts the excess ESD current to ground or power any time the
pin’s voltage exceeds one diode drop above (or below) the power or ground voltage. SCRs are
similar to ESD protection diodes, but they are triggered by a separate detection circuit. Any ofa
variety of detection circuits can be used to trigger the SCR when the protected pin’s voltage
exceeds a safe voltage range. Once triggered, an SCR behaves like a forward-biased diode from
the protected pin to power or ground (Figure 3.3). The SCR remains in its triggered state until
the excessive voltage is removed. Since an SCR behaves much like a diode when triggered, the
term “protection diode” is used to describe ESD protection circuits whether they employ a
simple diode or a more elaborate SCR structure. We will use the term “protection diode”
throughout the remainder of this book with the understanding that a more complex circuit may
actually be employed.

DUT pins may be configured with either one or two protection diodes, connected as shown in
Figure 3.4. Notice that the diodes are reverse-biased when the device is powered up, assuming
normal input and output voltage levels. This effectively makes them “invisible” to the DUT
circuits during normal operation.
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Figure 3.3. SCR-based ESD protection circuit.

To verify that each pin can be connected to the tester without electrical shorts or open circuits,
the ATE tester forces a small current across each protection diode in the forward-biased
direction. The DUT’s power supply pins are set to zero volts to disable all on-chip circuits and
to connect the far end of each diode to ground. ESD protection diodes connected to the positive
supply are tested by forcing a current Iconr into the pin as shown in Figure 3.5 and measuring the
voltage, Vconr, that appears at the pin with respect to ground. If the tester does not see the
expected diode drops on each pin, then the continuity test fails and the device is not tested
further. Protection diodes connected to the negative supply or ground are tested by reversing the
direction of the forced current.

DualESD 1 | ouT
protection Single E
diodes ESD 5
DUT diode ;

DUT pin

circuits - DUT pin
l l ;

Figure 3.4. Dual and single protection diodes.

In the case of an SCR-based protection circuit, the current source initially sees an open circuit.
Because the current source output tries to force current into an open circuit, its output voltage
rises rapidly. The rising voltage soon triggers the SCR’s detection circuit. Once triggered, the
SCR accepts current from the current source and the voltage returns to one diode drop above
ground. Thus the difference between a diode-based ESD protection circuit and an SCR-based
circuit is hardly noticeable during a continuity test.

The amount of current chosen is typically between 100 MA and 1 mA, but the ideal value
depends on the characteristics of the protection diodes. Too much current may damage the
diodes, while too little current may not fully bias them. The voltage drop across a good
protection diode usually measures between 550 and 750 mV. For the purpose of illustration, we
shall assume that a conducting diode has voltage drop of 0.7 V. A dead short to ground will
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Figure 3.5. Checking the continuity of the diode connected to the positive supply. The other diode is tested
by reversing the direction of the forced current.

result in a reading of 0 V, while an open circuit will cause the tester’s current source to reach a
programmed clamp voltage.

Many mixed-signal devices have multiple power supply and ground pins. Continuity to these
power and ground connections may or may not be testable. If all supply pins or all ground pins
are not properly connected to ground, then continuity to some or all of the nonsupply pins will
fail. However, if only some of the supply or ground pins are not grounded, the others will
provide a continuity path to zero volts. Therefore, the unconnected power supply or ground pins
may not be detected. One way to test the power and ground pins individually is to connect them
to ground one at a time, using relays to break the connections to the other power and ground
pins. Continuity to the power or ground pin can then be verified by looking for the protection
diode between it and another DUT pin.

Occasionally, a device pin may not include any protection diodes at all. Continuity to these
unprotected pins must be verified by an alternative method, perhaps by detecting a small amount
of current leaking into the pin or by detecting the presence of an on-chip component such as a
capacitor or resistor. Since unprotected pins are highly vulnerable to ESD damage, they are used
only in special cases.

One such example is a high-frequency input requiring very low parasitic capacitance. The
space-charge layer in a reverse-biased protection diode might add several picofarads of parasitic
capacitance to a device pin. Since even a small amount of stray capacitance presents a low
impedance to very high-frequency signals, the protection diode must sometimes be omitted to
enhance electrical performance of the DUT.

3.1.3 Serial versus Parallel Continuity Testing

Continuity can be tested one pin at a time, an approach known as serial continuity testing.
Unfortunately, serial testing is a time-consuming and costly approach. Modem ATE testers are
capable of measuring continuity on all or most pins in parallel rather than measuring the
protection diode drops one at a time. These testers accomplish parallel testing using so-called
per-pin measurement instruments as shown in Figure 3.6(a).
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Clearly it is more economical to test all pins at once using many current sources and voltage
meters. Unfortunately, there are a few potential problems to consider. First, a fully parallel test
of pins may not detect pin-to-pin shorts. If two device pins are shorted together for some reason,
the net current through each diode does not change. Twice as much current is forced through the
parallel combination of two diodes. The shorted circuit configuration will therefore result in the
expected voltage drop across each diode, resulting in both pins passing the continuity test.
Obviously, the problem can be solved by performing a continuity test on each pin in a serial
manner at the cost of extra test time. However, a more economical approach-is to test every other
pin for continuity on one test pass while grounding the remaining pins. Then \(hqremaining pins
can be tested during a second pass while the previously tested pins are grounded: Shorts between
adjacent pins would be detected using this dual-pass approach, as illustrated in Fié'ure 3.6(b).

MR R A

DUT circuits

Pin-to-pin
short

(b)
Figure 3.6. Parallel continuity testing: (a) full parallel testing with possible adjacent fault masking;
(b) minimizing potential adjacent fault masking by exciting every second pin.

A second, subtler problem with parallel continuity testing is related to analog measurement
performance. Both analog pins and digital pins must be tested for continuity. On some testers
the per-pin continuity test circuitry is limited to digital pins only. The analog pins of the tester
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may not include per-pin continuity measurement capability. On these testers, continuity testing
on analog pins can be performed one pin at a time using a single current source and voltmeter.
These two instruments can be connected to each device pin one at a time to measure protection
diode drops. Of course, this is a very time-consuming serial test method, which should be
avoided if possible.

Alternatively, the analog pins can be connected to the per-pin measurement electronics of
digital pins. This allows completely parallel testing of continuity. Unfortunately, the digital per-
pin electronics may inject noise into sensitive analog signals. Also, the signal trace connecting
the DUT to the per-pin continuity electronics adds a complex capacitive and inductive load to the
analog pin, which may be unacceptable. The signal trace can also behave as a parasitic radio
antenna into which unwanted signals can couple into analog inputs. Clearly, full parallel testing
of analog pins should be treated with care. One solution to the noise- and parasitic loading
problems is to isolate each analog pin from its per-pin continuity circuit using a relay. This
complicates the DIB design but gives high performance with minimal test time. Of course, a
tester having per-pin continuity measurement circuits on both analog and digital pins represents a
superior solution.

3.2 LEAKAGE CURRENTS

3.2.1 Purpose of Leakage Testing

Each input pin and output pin of a DUT exhibits a phenomenon called leakage. When a voltage
is applied to a high-impedance analog or digital input pin, a small amount of current will
typically leak into or out of the pin. This current is called /eakage current, ot simply leakage.
Leakage can also be measured on output pins that are placed into a nondriving high-impedance
mode. A good design and manufacturing process should result in very low leakage currents.
Typically the leakage is less than 1 pA, although this can vary from one device design to the
next.

One of the main reasons to measure leakage is to detect improperly processed integrated
circuits. Leakage can be caused by many physical defects such as metal filaments and
particulate matter that forms shorts and leakage paths between layers in the IC. Another reason
to measure leakage is that excessive leakage currents can cause improper operation of the
customer’s end application. Leakage currents can cause DC offsets and other parametric shifts.
A third reason to test leakage is that excessive leakage currents can indicate a poorly processed
device that initially appears to be functional but which eventually fails after a few days or weeks
in the customer’s product.! This type of early failure is known as infant mortality.

3.2.2 Leakage Test Technique

Leakage is measured by simply forcing a DC voltage on the input or output pin of the device
under test and measuring the small current flowing into or out of the pin. Unless otherwise
specified in the data sheet, leakage is typically measured twice. It is measured once with an
input voltage near the positive power supply voltage and again with the input near ground (or
negative supply). These two currents are referred to as Iy (input current, logic high) and I
(input current, logic low), respectively.
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Digital inputs are typically tested at the valid input threshold voltages, ¥ and V.. Analog
input leakage is typically tested at specific voltage levels listed in the data sheet. If no particular
input voltage is specified, then the leakage specification applies to the entire allowable input
voltage range. Since leakage is usually highest at one or both input voltage extremes, it is often
measured at the maximum and minimum allowable input voltages. Output leakage (loz) is
measured in a manner similar to input leakage, though the output pin must be placed into a high-
impedance (HIZY state using a test mode or other control mechanism.

3.2.3 Serial versus Parallel Leakage Testing

Leakage, like continuity, can be tested one pin at a time (serial testing) or all pins at once
(parallel testing). Since leakage currents can flow from one pin to another, serial testing is
superior to parallel testing from a defect detection perspective. However, from a test time
perspective, parallel testing is desired. As in continuity testing, a compromise can be achieved
by testing every other pin in a dual-pass approach.

Continuity tests are usually implemented by forcing DC current and measuring voltage. By
contrast, leakage tests are implemented by forcing DC voltage and measuring current. Since the
tests are similar in nature, tester vendors generally design both capabilities into the per-pin
measurement circuits of the ATE tester’s pin cards. Analog leakage, like analog continuity, is
often measured using the per-pin resources of digital pin cards. Again, a tester with per-pin
continuity measurement circuits on both analog and digital pins represents a superior solution,
assuming the extra per-pin circuits are not prohibitively expensive.

3.3 Powker SurpLy CURRENTS

33.1 Importance of Supply Current Tests

One of the fastest ways to detect a device with catastrophic defects is to measure the amount of
current it draws from each of its power supplies. Many gross defects such as those illustrated in
Figures 1.5-1.8 result in a low-impedance path from one of the power supplies to ground.
Supply currents are often tested near the beginning of a test program to screen out completely
defective devices quickly and cost effectively.

Of course, the main reason to measure power supply current is to guarantee limited power
consumption in the customer’s end application. Supply current is an important electrical
parameter for the customer who needs to design a system that consumes as little power as
possible. Low power consumption is especially important to manufacturers of battery operated
equipment like cellular telephones. Even devices that draw large amounts of current by design
should draw only as much power as necessary. Therefore, power supply current tests are
performed on most if not all devices.

3.3.2 Test Techniques

Most ATE testers are able to measure the current flowing from each voltage source connected to
the DUT. Supply currents are therefore very easy to measure in most cases. The power supply
is simply set to the desired voltage and the current from its output is measured using one of the
tester’s ammeters.
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When measuring supply currents, the only difficulties arise out of ambiguities in the data
sheet. For example, are the analog outputs loaded or unloaded during the supply current test? Is
digital block XYZ operating in mode A, mode B, or idle mode? In general, it is safe to assume
that the supply currents are to be tested under worst-case conditions.

The test engineer should work with the design engineefs\ﬂk attempt to specify the test
conditions that are likely to result in worst-case test conditions. Theseé est conditions should be
spelled out clearly in the test plan so that everyone understands the exact conditions used during
production testing. Often the actual worst-case conditions are not known until the device has
been thoroughly characterized. In these cases, the test program and test plan have to be updated
to reflect the characterized worst-case conditions.

Supply currents are often specified under several test conditions, such as power-down mode,
standby mode, and normal operational mode. In addition, the digital supply currents are
specified separately from the analog supply currents. Ipp (CMOS) and Icc (bipolar) are
commonly used designations for supply current. Ipp4, Ippp, Iccu, and Iccp are the terms used
when analog and digital supplies are measured separately.

Many devices have multiple power supply pins that are connected to a common power supply
in normal operation. Design engineers often need to know how much current is flowing into
each individual power supply pin. Sometimes the test engineer can accommodate this
requirement by connecting each power supply pin to its own supply. Other times there are too
many DUT supply pins to provide each with its own separate power supply. In these cases,
relays can be used to temporarily connect a dedicated power supply to the pin under test.

Another problem that can plague power supply current tests is settling time. The supply
current flowing into a DUT must settle to a stable value before it can be measured. The tester
and DIB circuits must also settle to a stable value. This normally takes 510 ms in normal
modes of DUT operation. But in power-down modes, the specified supply current is often less
than 100 pA. Since the DIB usually includes bypass capacitors for the DUT, each capacitor
must be allowed to charge until the average current into or out of the capacitor is stable.

The charging process can take hundreds of milliseconds if the current must stabilize within
microamps. Some types of bypass capacitors may even exhibit leakage current greater than the
current to be measured. A typical solution to this problem is to connect only a small bypass
capacitor (say 0.1 pF) directly to the DUT and then connect a larger capacitor (say 10 pF)
through a relay as shown in Figure 3.7. The large bypass capacitor can be disconnected
temporarily while the power-down current is measured.

3.4 DC REFERENCES AND REGULATORS

3.1.1 Voltage Regulators

A voltage regulator is one of the most basic analog circuits. The function of a voltage regulator
is to provide a well-specified and constant output voltage level from a poorly specified and
sometimes fluctuating input voltage. The output of the voltage regulator would then be used as
the supply voltage for other circuits in the system. Figure 3.8 illustrates the conversion of a 6- to
12-V ranging power supply to a fixed 5-V output level.
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Figure 3.7. Arranging different-sized bypass capacitors to minimize power supply current settiing behavior.

Voltage regulators can be tested using a fairly small number of DC tests. Some of the
important parameters for a regulator are output no-load voltage, output voltage or load
regulation, input or line regulation, input or ripple rejection, and dropout voltage.

Output no-load voltage is measured by simply connecting a voltmeter to the regulator output
with no load current and measuring the output voltage Vo.

Load regulation measures the ability of the regulator to maintain the specified output voltage
Vo under different load current conditions I;. As the output voltage changes with increasing load
current, one defines the output voltage regulation as the percentage change in the output voltage
(relative to the ideal output voltage, Vo.nonm) for a specified change in the load current. Load
regulation is measured under minimum input voltage conditions

AV,

load regulation =100%Xx (3.1)

O-NOM | max {Al; }, minimum V;

The largest load current change, max{Aly), is created by varying the load current from the
minimum rated load current (typically 0 mA) to the maximum rated load current.

Load regulation is sometimes specified as the absolute change in voltage, AVy, rather than as
a percentage change in Vo. The test definition will be obvious from the specification units (i.e.
volts or percentage).

Line regulation or input regulation measures the ability of the regulator to maintain a steady
output voltage over a range of input voltages. Line regulation is specified as the percentage
change in the output voltage as the input line voltage changes over its largest allowable range.
Like the load regulation test, line regulation is sometimes specified as an absolute voltage change
rather than a percentage. Line regulation is measured under maximum load conditions

line regulation =100% x AV,

(3.2)

O-NOM | max{AV;}, maximum /;
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Figure 3.8. 5-V DC voltage regulator.

For the regulator shown in Figure 3.8, with the appropriate load connected to the regulator
output, the line regulation would be computed by first setting the input voltage to 6 V, measuring
the output voltage, then readjusting the input voltage to 12 V, and again measuring the output
voltage to calculate A¥)p. The line regulation would then be computed using Eq. 3.2).

Input rejection or ripple rejection is the ratio of the maximum input voltage variation to the
output voltage swing, measured at a particular frequency (commonly 120 Hz) or a range of
frequencies. It is a measure of the circuit’s ability to reject periodic fluctuations of rectified AC
voltage signals applied to the input of the regulator. Input rejection can also be measured at DC
using the input voltage range and output voltage swing measured during the line regulation test.

Dropout voltage is the lowest voltage that can be applied between the input and output pins
without causing the output to drop below its specified minimum output voltage level. Dropout
voltage is tested under maximum current loading conditions. It is possible to search for the exact
dropout voltage by adjusting the input voltage until the output reaches its minimum acceptable
voltage, but this is a time-consuming test method. In production testing, the input can simply be
set to the specified dropout voltage plus the minimum acceptable output voltage. The output is
then measured to guarantee that it is equal to or above the minimum acceptable output voltage.

Exercises

3.1. The output of a 5-V voltage regulator varies from 5.10 V under no-load condition to
4.85 V under a 5 mA maximum rated load current. What is its load regulation?

Ans. 250 mV or 5%.

3.2. The output of a 5-V voltage regulator varies from 5.05 to 4.95 V when the input voltage
is changed from 14 to 6 V under a maximum load condition of 10 mA. What is its line
regulation?

Ans. 100 mV or 2%.

3.3. A 9-V voltage regulator is rated to have a load regulation of 3% for a maximum load
current of 15 mA. Assuming a no-load output voltage of 9 V, what is the worst-case output
voltage at the maximum load current?

Ans.8.73 V.




Chapter 3 o DC and Parametric Measurements 55

3.4.2 Voltage References

Voltage regulators are commonly used to supply a steady voltage while also supplying a
relatively large amount of current. However, many of the DC voltages used in a mixed-signal
device do not draw a large amount of current. For example, a 1-V DAC reference does not need
to supply 500 mA of current. For this reason, low-power voltage references are often
incorporated into mixed-signal devices rather than high-power voltage regulators.

The output of on-chip voltage references may or may not be accessible from the external pins
of a DUT. It is common for the test engineer to request a set of test modes so that reference
voltages can be measured during production testing. This allows the test program to evaluate the
quality of the DC references even if they have no explicit specifications in the data sheet. The
design and test engineers can then determine whether failures in the more complicated AC tests
may be due to a simple DC voltage error in the reference circuits. DC reference test modes also
allow the test program to trim the internal DC references for more precise device operation.

3.4.3 Trimmable References

Many high-performance mixed-signal devices require reference voltages that are trimmed to
very exact levels by the ATE tester. DC voltage trimming can be accomplished in a variety of
ways. The most common way is to use a programmable reference circuit that can be
permanently adjusted to the desired level. One such arrangement is shown in Figure 3.9. The
desired level is programmed using fuses, or a nonvolatile digital control mechanism such as
EEPROM or flash memory bits. Fuses are blown by forcing a controlled current across each
fuse that causes it to vaporize. Fuses can be constructed from either metal or polysilicon. If
EEPROM or flash memory is added to a mixed-signal device, then this technology may offer a
superior alternative to blown fuses, as EEPROM bits can be rewritten if necessary.

There are various algorithms for finding the digital value that minimizes reference voltage
error. In the more advanced trimming architectures such as the one in Figure 3.9, the reference
can be experimentally adjusted using a bypass trim value rather than permanently blowing the

Fuse blowing
data and control Normal mode
X trim value
+ Fuses 7 .
Control ) U voltage — voltage
registers | Bypass mode trim value | X reference

+ Bypass mode control

ATE digital
interface

Figure 3.9. Trimmable reference circuit.
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fuses. In this example, the bypass trim value is enabled using a special test mode control signal,
bypass mode control. Once the best trim value has been determined by experimental trials, the
fuses are permanently blown to set the desired trim value. Then, during normal operation, the
bypass trim value is disabled and the programmed fuses are used to control the voltage reference.

Trimming can also be accomplished using a laser trimming technique. In this technique, a
laser is used to cut through a portion of an on-chip resistor to increase its resistance to the desired
value. The resistance value in turn adjusts the DC level of the voltage reference. The laser
trimming technique can also be used to trim gains and offsets of analog circuits. Laser trimming
is more complex than trimming with fuses or nonvolatile memory. It requires special production
equipment linked to the ATE tester.

Laser trimming must be performed while the silicon wafer is still exposed to open air during
the probing process. Since metal fuses can produce a conductive sputter when they vaporize,
they too are usually trimmed during the wafer probing process. By contrast, polysilicon fuses and
EEPROM bits can be blown either before or after the device is packaged.

There is an important advantage to trimming DC levels after the device has been packaged.
When plastic is injected around the silicon die, it can place slight mechanical forces on the die.
This in turn introduces DC offsets. Because of these DC shifts, a device that was correctly
trimmed during the wafer probing process may not remain correctly trimmed after it has been
encapsulated in plastic. Another potential DC shift problem relates to the photoelectric effect.
Since light shining on a bare die introduces photoelectric DC offsets, a bare die must be trimmed
in total darkness. Of course, wafer probers are designed with this requirement in mind. They
include a black hood or other mechanism to shield bare die from light sources.

3.5 IMPEDANCE MEASUREMENTS

3.5.1 Input Impedance

Input impedance (Zjv), also referred to as input resistance, is a common specification for analog
inputs. In general, impedance refers to the behavior of both resistive and reactive (capacitive or
inductive) components in the circuit. As the discussion in this chapter is restricted to DC,
inductors and capacitors have zero reactance, and as such, make no contribution to impedance.
Hence, impedance and resistance refer to the same quantity at DC.

Input impedance is a fairly simple measurement to make. If the input voltage is a linear
function of the input current (i.e., if it behaves according to Ohm’s law), then one simply forces a

i? i
A’
0 I AV
2 0 v
(a) (b)

Figure 3.10. Input i-v characteristic curves for (a) linear impedance and (b) nonlinear impedance.
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voltage ¥ and measures a current J, or vice versa, and computes the input impedance according
to

Zy== (33)

Figure 3.10(a) illustrates the input i-v relationship of a device satisfying Ohm’s law. Here we see
that the i-v characteristic is a straight line passing through the origin with a slope equal to Zy.
In many instances, the i-v characteristic of an input pin is a straight line but does not pass
through the origin as shown in Figure 3.10(b). Such situations typically arise from biasing
considerations where the input terminal of a device is biased by a constant current source such as
that shown in Figure 3.11 or the input impedance is terminated with an unknown voltage source
other than ground.

In cases such as these, one cannot use Eq. (3.3) to compute the input impedance, as it will not
lead correctly to the slope of the i-v characteristic. Instead, one measures the change in the input
current (Al) that results from a change in the input voltage (AV) and computes the input
impedance using

AV
Zm = E (34)

If the input impedance is so low that it would cause excessive currents to flow into the pin,
another approach is needed. The alternative method is to force two controlled currents and
measure the resulting voltage difference. This is often referred to as a force-current/measure-
voltage method. Input impedance is again calculated using Eq. (3.4).

_ e V0
Example 3.1

In the input impedance test setup shown in Figure 3.11, voltage source SRCI is set to 2 V and
current flowing into the pin is measured at 0.055 mA. Then SRCI is set to 1 V and the input
current is measured again at 0.021 mA. What is the input impedance?

Voo
tTester
I E DUT 5
O o
T DUT :
SRC1 E R 1 circuit H
y ! N BIAS ;
IN ! !

Figure 3.11. Inputimpedance test setup.
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Solution:

Input impedance, Zpy, which is a combination of Ry and the input impedance of the block
labeled “DUT Circuit,” is calculated using Eq. (3.4) as follows

B 2V-1V
™ 0,055 mA —0.021 mA

Note that the impedance could also have been measured by forcing 0.050 and 0.020 mA and
measuring the voltage difference. However, the unpredictable value of Ipis could cause the
input voltage to swing beyond the DUT’s supply rails. For this reason, the forced-current
measurement technique is reserved for low values of resistance.

=29.41kQ

In Example 3.1, the values of the excitation consisting of 2 and 1 V are somewhat irrelevant.
We could just as easily have used 2.25 and 1.75 V. However, the larger the difference in
voltage, the easier it is to make an accurate measurement of current change. This is true
throughout many types of tests. Large changes in voltages and currents are easier to measure
than small ones. The test engineer should beware of saturating the input of the device with
excessive voltages, though. Saturation could lead to extra input current resulting in an inaccurate
impedance measurement. The device data sheet should list the acceptable range of input
voltages.

3.5.2 Output Impedance

Output impedance (Zopr) is measured in the same way as input impedance. It is typically much
lower than input impedance; so it is usually measured using a force-current/measure-voltage
technique. However, in cases where the output impedance is very high, it may be measured
using the force-voltage/measure-current method instead.

Example 3.2

In the output impedance test setup shown in Figure 3.12, current source SRC1 is set to 10 mA
and the voltage at the pin is measured, yielding 1.61 V. Then SRCI is set to —10 mA and the
output voltage is measured at 1.42 V. What is the total output impedance (Royr plus the
amplifier’s output impedance)?

i put

i Rour ' Tester

| 5

§ (Set to fixed ; SRC1 N

' DC output) ; In Vo

Figure 3.12. Output impedance test setup.
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Solution:
Using Eq. (3.4) with Zjy replaced by Zoyr, we write

_ 1.61V-142V _
% 10mA—(-10mA)

3.5.3 Differential Impedance Measurements

Differential impedance is measured by forcing two differential voltages and measuring the
differential current change. Example 3.3 illustrates this approach. Differential input impedance
would be measured in a similar manner.

Example 3.3

In the differential output impedance test setup shown in Figure 3.13 current source SRCI is set
to 10 mA, SRC2 is set to ~10 mA and the differential voltage at the pins is measured at 201 mV.
Then SRCI is set to —10 mA, SRC2 is set to 10 mA, and the output voltage is measured at
-199 mV. What is the differential output impedance?

i DUT Rour i Tester
{ SE to DIFF T SRC1
1 converter : I +
; (Setto fixed | MM v
: DC output) ! | 7o
: Rour :
: — W
' ] SRC2
TR

Imz

Figure 3.13. Differential output impedance test setup.

Solution:
The output impedance is found using Eq. (3.4) to be

201 mV —(-199 mV)
Zoyr = =
20 mA —(-20 mA)

10 Q
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3.6 DC OFFsET MEASUREMENTS

3.6.1 Vup and Analog Ground

Many analog and mixed-signal integrated circuits are designed to operate on a single power
supply voltage (Vpp and ground) rather than a more familiar bipolar supply (Vpp, Vss, and
ground). Often these single-supply circuits generate their own low-impedance voltage between
Voo and ground that serves as a reference voltage for the analog circuits. This reference voltage,
which we will refer to as Vjup, may be placed halfway between Vpp and ground or it may be
placed at some other fixed voltage such as 1.35 V. In some cases, Vpmip may be generated off-
chip and supplied as an input voltage to the DUT.

To simplify the task of circuit analysis, we can define any circuit node to be 0 V and measure
all other voltages relative to this node. Therefore, in a single-supply circuit having a ¥ppof3 V,
a Vss connected to ground, and an internally generated Vymp of 1.5 V, we can redefine all
voltages relative to the Vigp node. Using this definition of 0 V, we can translate our single-
supply circuit into a more familiar bipolar configuration with Vpp=+1.5V, Nup =0V, and
Vss =—1.5V (Figure 3.14).

+3.0V +1.5V

-1.5V

Figure 3.14. Redefining ¥agp as 0 V to simplify circuit analysis.

Several integrated circuit design textbooks refer to this type of Vaup reference voltage as
analog ground, since it serves as the ground reference in single-supply analog circuits. This is an
unfortunate choice of terminology from a test engineering standpoint. Analog ground is a term
used in the test and measurement industry to refer to a high-quality ground that is separated from
the noisy ground connected to the DUT’s digital circuits. In fact, the term “ground” has a definite
meaning when working with measurement equipment since it is actually tied to earth ground for
safety reasons. In this textbook, we will use the term analog ground to refer to a quiet 0 V
voltage for use by analog circuits and the term Vpp to refer to an analog reference voltage
(typically generated on-chip) that serves as the IC’s analog “ground.”

3.6.2 DC Transfer Characteristics (Gain and Offset)

The input-output DC transfer characteristic for an ideal amplifier is shown in Figure 3.15. The
input-output variables of interest are voltage, but they could just as easily be replaced by current
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Figure 3.15. Amplifier input-output fransfer characteristics in its linear region.

signals. As the real world is rarely accommodating to IC and system design engineers, the actual
transfer characteristic for the amplifier would deviate somewhat from the ideal or expected
curve. To illustrate the point, we superimpose another curve on the plot in Figure 3.15 and label
it “Typical.”

In order to maintain correct system operation, design engineers require some assurance that
the amplifier transfer characteristic is within acceptable tolerance limits. Of particular interest to
the test engineer are the gain and offset voltages shown in the figure. In this section we shall
describe the method to measure offset voltages (which is equally applicable to current signals as
well) and the next section will describe several methods used to obtain amplifier gain.

3.6.3 Output Offset Voltage (Vo)

The output offset (Vo) of a circuit is simply the difference between its ideal DC output and its
actual DC output when the input is set to some fixed reference value, normally analog ground or
Vaup. Output offset is depicted in Figure 3.15 for an input reference value of 0 V. As long as the
output is not noisy and there are no AC signal components riding on the DC level, output offset
is a trivial test. If the signal is excessively noisy, the noise component must be removed from the
DC level in one of two ways. First, the DC signal can be filtered using a low-pass filter. The
output of the filter is measured using a DC voltmeter. ATE testers usually have a low-pass filter
built into their DC meter for such applications. The low-pass filter can be bypassed during less
demanding measurements in order to minimize the overall settling time. The second method of
reducing the effects of noise is to collect multiple readings from the DC meter and then
mathematically average the results. This is equivalent to a software low-pass filter.

Sometimes sensitive DUT outputs can be affected by the ATE tester’s parasitic loading.
Some op amps will become unstable and break into oscillations if their outputs are loaded with
the stray capacitance of the tester’s meter and its connections to the DUT. An ATE meter may
add as much as 200 pF of loading on the output of the DUT depending on the connection scheme
chosen by the test engineer. The design engineer and test engineer should evaluate the possible
effects of the tester’s stray capacitance on each DUT output. It may be necessary to add a buffer
amplifier to the DIB to provide isolation between the DUT output and the tester’s instruments.
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Figure 3.16. Meter impedance loading.

The input impedance of the tester can also shift DC levels when very high-impedance circuit
nodes are tested. Consider the circuit in Figure 3.16 where the DUT is assumed to have an
output impedance Royr of 100 kQ. The DC meter in this example has an input impedance Ry of
1 MQ. According to the voltage divider principle with two resistors in series, the voltage that
appears across the meter Vyg4s with respect to the output Vo of the DUT is

v Rw _1IMQ
MEAS = R +Ropr © 1MQ+100kQ 7
=0.9097,

It is readily apparent that a relative error of

V,~Viess _ (1-0.909)
VO

relative error = =0.091

or 9.1% is introduced into this measurement. A unity gain buffer amplifier may be necessary to
provide better isolation between the DUT and tester instrument.

3.6.4 Single-Ended, Differential, and Common-Mode Offsets

Single-ended output offsets are measured relative to some ideal or expected voltage level when
the input is set to some specified reference level. Usually these two quantities are the same and
are specified on the data sheet. Differential offset is the difference between two outputs of a
differential circuit when the input is set to a stated reference level. For simplicity sake, we shall
use Vo to denote the output offset for both the single-ended and differential case. It should be
clear from the context which offset is being referred to. The output common-mode voltage Veas.
o is defined as the average voltage level at the two outputs of a differential circuit. Common-
mode offset Vo.cu is the difference between the output common-mode voltage and the ideal
value under specified input conditions.

-
Example 3.4

Consider the single-ended to differential converter shown in Figure 3.17. The two outputs of the
circuit are labeled OUTP and OUTN. A 1.5-V reference voltage Vagp is applied to the input of
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Figure 3.17. Differential output offset test setup.

the circuit and ideally, the outputs should both produce Vigp. The voltages at OUTP and OUTN
denoted ¥p and Wy, respectively, are measured with a meter, producing the following two
readings:

Ve=1507V and Vy=1497V

With an expected output reference level of ¥Vjgp=1.50 V, compute the differential and common-
mode offsets.

Solution:
OUTP single-ended offset voltage, Vo.p = Vp— Vigp=+7 mV
OUTN single-ended offset voltage, Vo.y= Vi — Vagp = -3 mV
differential offset, Vo= Vp— Vy=+10 mV
Output common-mode voltage, Vepo = (Ve+VN)/2=1502V

Common-mode offset, Vo.cir= Vear.o — Viap = 2 mV
“

In the preceding example, ¥jyp is provided to the device from a highly accurate external
voltage source. But what happens when the Vygp reference is generated from an on-chip
reference circuit which itself has a DC offset? Typically there is a separate specification for the
Vaap voltage in such cases; the input of the DUT should be connected to the Vyp voltage, if it is
possible to do so and the output offsets are then specified relative to the ¥4p voltage rather than
the ideal value.

Thus the inputs and outputs are treated as if Vip was exactly correct. Any errors in the Vygp
voltage are evaluated using a separate Vjp DC voltage test. In this manner, DC offset errors
caused by the single-ended to differential converter can be distinguished from errors in the Vyp
reference voltage. This extra information may prove to be very useful to design engineers who
must decide what needs to be corrected in the design.
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3.6.5 Input Offset Voltage (Vos)

Input offset voltage (Vos) refers to the negative of the voltage that must be applied to the input of
a circuit in order to restore the output voltage to a desired reference level, that is, analog ground
or Vagp. If an amplifier requires a +10 mV input to be applied to its input to force the output
level to analog ground, then Vps = -10 mV. It is common in the literature to find Vos defined as
the output offset Vo divided by the measured gain G of the circuit

Y,

Yo 3.5
e (3.5)

VDS

If an amplifier has a gain of 10 V/V and its output has an output offset of 100 mV, then its input
offset voltage is 10 mV. This will always be true provide the values used in Eq. (3.5) are derived
from the circuit in its linear region of operation. In high-gain circuits, such as an open-loop op
amp, it is not uncommon to find the amplifer in a saturated state when measuring the output
offset voltage. As such, Eq. (3.5) is not applicable.

Exercises

3.4. For a x10 amplifier characterized by Vour = 10V + 5, what are its input and output
offset voltages?

Ans. +0.5 V (input), 5 V (output).

3.5. For a x10 amplifier characterized by Voyr = 10V — Vi + 5 over a 10-V range, what is
its input and output offset voltages? '

Ans. +0.477 V (input), 5 V (output).

3.6. A voltmeter with an input impedance of 100 kQ is to measure the DC output of an
amplifier with an output impedance of 500 kQ. What is the expected relative error made by
this measurement?

Ans. 16.6%.

3.7. A differential amplifier has an output OUTP of 3.3 V and an output OUTN of 2.8 V with
its input set to a Vagp reference level of 3 V. What are the single-ended and differential
offsets? The common-mode offset?

Ans. 0.3 Vand-0.2V (SE), 0.5 V (DIFF), 50 mV (CM).

3.8. A perfectly linear amplifier has a measured gain of 5.1 V/V and an output offset of
-3.2' V. What is the input offset voltage?

Ans. -0.627 V.
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L

3.7 DC GaiN MEASUREMENTS

3.7.1 Closed-Loop Gain

Closed-loop DC gain is one of the simplest measurements to make, as the input-output signals
are roughly comparable in level. Closed-loop gain, denoted G, is defined as the slope of the
amplifier input-output transfer characteristic, as illustrated in Figure 3.15. We refer to this gain
as closed-loop as it typically contrived from a set of electronic devices configured in a negative
feedback loop. It is computed by simply dividing the change in output level of the amplifier or
circuit by the change in its input

A

= (3.6)

DC gain is measured using two DC input levels that fall inside the linear region of the amplifier.
This latter point is particularly important, as false gain values are often obtained when the
amplifier is unknowingly driven into saturation by poorly chosen input levels. The range of
linear operation should be included in the test plan.

Gain can also be expressed in decibels (dB). The conversion from volt-per-volt to decibels is
simply
G(dB) =20log,, |G(V/V)| ‘ 37

The logarithm function in Eq.(3.7) is a base-10 log as opposed to a natural log.

Example 3.5

An amplifier with an expected gain of -10 V/V is shown in Figure 3.18. Both the input and
output levels are referenced to an internally generated voltage Vygp of 1.5 V. SRCI1 is set to
1.4 V and an output voltage of 2.51 V is measured with a voltmeter. Then SRC1 is setto 1.6 V
and an output voltage of 0.47 V is measured. What is the DC gain of this amplifier in V/V?
What is the gain in decibels?

Solution:

The gain of the amplifier is computed using Eq. (3.5) as

_2.51vV-047V

=-102 V/V
14V-16V

or, in terms of decibels

G=20log,,|-10.2|=20.172 dB
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Figure 3.18. A x10 amplifier gain test setup.

Gain may also be specified for circuits with differential inputs and/or outputs. The
measurement is basically the same.

Example 3.6

A fully differential amplifier with an expected gain of +10 V/V is shown in Figure 3.19. SRC1 is
setto 1.6 V and SRC2 is set to 1.4 V. This results in a differential input of 200 mV. An output
voltage of 2.53 V is measured at QUTP and an output voltage of 0.48 V is measured at OUTN.
This results in a differential output of 2.05 V. Then SRCI is set to 1.4 V and SRC2 is set to
1.6 V. This results in a differential input level of 200 mV. An output voltage of 0.49 V is
measured at OUTP and an output voltage of 2.52 V is measured at OUTN. The differential
output voltage is thus -2.03 V. Using the measured data provided, compute the differential gain
of this circuit.

Tester

INN

Figure 3.19. Differential x10 amplifier gain test setup.
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Solution:
The differential gain is found using Eq. (3.5) to be

_ 205V-203V
200 mV —(-200 mV)

- e
‘
Differential measurements can be made by measuring each of the two output voltages
individually and then computing the difference mathematically. Alternatively, a differential
voltmeter can be used to directly measure differential voltages. Obviously the differential
voltmeter approach will work faster than making two separate measurements. Therefore, the use
of a differential voltmeter is the preferred technique in production test programs. Sometimes the
differential voltage is very small compared to the DC offset of the two DUT outputs. A
differential voltmeter can often give more accurate readings in these cases.

=+102 V/V

In cases requiring extreme accuracy, it may be necessary to measure the input voltages as well
as the output voltages. The DC voltage sources in most ATE testers are well calibrated and
stable enough to provide a voltage error no greater than 1 mV in most cases. If this level of error
is unacceptable, then it may be necessary to use the tester’s high-accuracy voltmeter to measure
the exact input voltage levels rather than trusting the sources to produce the desired values. The
gain equation in the previous example would then be

Go205V-203V
h?,

where V; and ¥, are the actual input voltages measured using a differential voltmeter.

Exercises

3.9. Voltages of 0.8 and 4.1 V appear at the output of a single-ended amplifier when an input
of 1.4 and 1.6 V is applied, respectively. What is the gain of the amplifier in V/V? What is
the gain in decibels?

Ans. -16.5 V/V, 24,35 dB.

3.10. An amplifier is characterized by Voyr=2.5 Vin+ 1 over an output voltage range of 0 to
10 V. What is the amplifier output for a 2-V input? Similarly for a 3-V input? What is the
corresponding gain of this amplifier in V/V over the 1-V swing? What is the gain in decibels?

Ans.6V,85V,+2.5V/V, 7.96 dB.

3.11. An amplifier is characterized by Vour= 2.5 Vv + 0.25 V* +1 over an output voltage
range of 0 to 12 V. What is the amplifier output for a 2-V input? Similarly for a 3-V input?
What is the corresponding gain of this amplifier in V/V over the 1-V swing? What is the gain
in decibels? Would a 4-V input represent a valid test point?

Ans. 7V, 10.75 V, +3.75 V/V, 11.48 dB, No — the output would exceed 12 V.
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The astute reader may have noticed that the gain and impedance measurements are fairly
similar, in that they both involve calculating a slope from a DC transfer characteristic pertaining
to the DUT. Moreover, they do not depend on any value for the offsets, only that the appropriate
slope is obtained from the linear region of the transfer characteristic.

3.7.2 Open-Loop Gain

Open-loop gain (abbreviated G,;) is a basic parameter of op amps. It is defined as the gain of the
amplifier with no feedback path from output to input. Since many op amps have G, values of
10,000 V/V or more, it is difficult to measure open-loop gain with the straightforward techniques
of the previous examples. It is difficult to apply a voltage directly to the input of an open loop
op amp without causing it to saturate, forcing the output to one power supply rail or the other.
For example, if the maximum output level from an op amp is +5 V and its open-loop gain is
equal to 10,000 V/V, then an input-referred offset of only 500 uV will cause the amplifier output
to saturate. Since many op amps have input-referred offsets ranging over several millivolts, we
cannot predict what input voltage range will result in unsaturated output levels.

We can overcome this problem using a second op amp connected in a feedback path as shown
in Figure 3.20. The second amplifier is known as a nulling amplifier. The nulling amplifier
forces its differential input voltage to zero through a negative feedback loop formed by resistor
string Rz and R;, together with the DUT op amp. This loop is also known as a servo loop®. By
doing so, the output of the op amp under test can be forced to a desired output level according to

Vo-our =2V — Virci (3.8)

where Vjyp is a DC reference point (grounded in the case of dual-supply op amps, non-grounded
for single-supply op amps) and Vsgc; is the programmed DC voltage from SRC1. The nulling
amplifier and its feedback loop compensate for the input-referred offset of the DUT amplifier.
This ensures that the DUT output does not saturate due to its own input-referred offset.

The two matched resistors, R3, are normally chosen to be around 100 kQ as a compromise
between source loading and op amp bias induced offsets. Since the gain around the loop is
extremely large, feedback capacitor C is necessary to stabilize the loop. A capacitance value of
1 to 10 oF is usually sufficient. Rro4p provides the specified load resistance for the G, test.

Under steady-state conditions, the signal that is fed back to the input of the DUT amplifier
denoted Vx.pyris directly related to the nulling amplifier output Vovyw according to

_ R

Vivebur = Vl;ur ~Vour =m(VO—NULL - VMID) (3.9)
1

where V *pyrand ¥ “pyrare the positive and negative inputs to the DUT amplifier, respectively.
Subsequently, the open-loop voltage gain of the DUT amplifier is found from Egs. (3.6), (3.8),
and (3.9) to be given by

Gd - AVO—DUT =_(R1+Rz) AVsch (3_10)

AV pur R, AV
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Tester Vsrcr Tester

Vownur

R, Vap O— amp

Figure 3.20. Open-loop gain test setup using nulling amplifier.

The nulling loop method allows the test engineer to force two desired outputs and then
indirectly measure the tiny inputs that caused those two outputs. In this manner, very large gains
can be measured without measuring tiny voltages. Of course the accuracy of this approach
depends on accurately knowing the values of Ry and R, and on matching the two resistors,
labeled as Rs. )

In order to maximize the signal handling capability of the test setup shown in Figure 3.20, and
avoid saturating the nulling amplifer, it is a good idea to set the voltage divider ratio to a value
approximately equal to the inverse of the expected open-loop gain of the DUT op amp

R 1
R+R, G, 3.11)

from which we can write R, =~ G,,R, .

%
T N ————————————— e ———

Example 3.7

For the nulling amplifier setup shown in Figure 3.20 with R=100 ©, R~100 kQ and
Ry=100 k<, together with Vigp set to a value midway between the two power supply levels (its
actual value is not important as all signals will be referenced to it), SRCl is set to Vagp+ 1 V and
a voltage of Vyyp + 2.005 V is measured at the nulling amplifier output. SRCI is set to
Vsip — 1V and a voltage of Vygp+ 4.020 V is measured at the nulling amplifier output. What is
the open-loop gain'I of the amplifier?

o ]
Solution: i

Open loop gain is calculated using the following procedure. First the change or swing in the
nulling amplifier output AVo gy, is computed

AV, s =2.005 V—-4.020 V=-2.015V
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then, using Eq. (3.9) the voltage swing at the input of the DUT amplifier, AV;y.pur, is calculated

AV pyr = E—IEE AV oo

100

~100+100k
=-2.013mV

(-2.015V)

Making use of the fact that AVgge; is 2 V, which forces AVp.pyr = —2 V, the open-loop gain of
the amplifier is found to be

AV por 2V

G, = = = 9935 V/V O

AV pur  -2.013mV

If the op amp in the preceding example had an open-loop gain closer to 100 V/V instead of
1000 V/V, then the output of the nulling amplifier would have produced a voltage swing of 20 V
instead of 2 V. The nulling amplifier would have been dangerously close to clipping against its
output voltage rails (assuming +15-V power supplies). In fact, if a 5-V op amp were used as the
nulling amplifier, it would obviously not be able to produce the 20-V swing.

In the example, the nulling amplifier should have produced two voltages centered around
Vamip. Instead, it had an average or common-mode offset level of approximately 3 V from this
value. A detailed circuit analysis reveals that this offset is caused exclusively by the input-
referred offset of the DUT. Hence, the offset that appears at the output of the nulling amplifier,
denoted Vo.nurz-ofser, can be used to compute the input-referred offset of the DUT, Vospur

Exercises

3.12. For the nulling amplifier setup shown in Figure 3.20 with R;=100 Q, R,=100 k€, and
R3=100 k£, an SRCI voltage swing of 1 V results in a 2.3-V swing at the output of the
nulling amplifier. What is the open-loop gain in V/V of the DUT amplifier? What is the gain
in decibels? »

Ans. 435.2 V/V,52.77 dB.

3.13. For the nulling amplifier setup shown in Figure 3.20 with R;=1 kQ, R=100 k<, and
R3=100 k€, an offset of 2.175 V + Vjyp appears at the output of the nulling op amp when the
SRCI voltage is set to Vpgp. What is the input offset of the DUT amplifier?

Ans.21.5mV.

3.14. For the nulling amplifier setup shown in Figure 3.20 with R;=100 Q, R,=500 k2 and
R3=100 k€, and the DUT op amp having an open-loop gain of 4,000 V/V, what is the output
swing of the nulling amplifier when the SRCI1 voltage swings by 1 V?

Ans. 1.25 V.
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Input-referred offset would then be calculated using

R
Vos-bur = m Vo-wurL-ofse (3.12)
1

As this method involves the same measured data used to compute the open-loop gain, it is a
commmonly used method to determine the op amp input-referred offset. For the parameters and
measurement values described in Example 3.7, the input-referred offset voltage for the DUT is

v _ 100 (4.020 V+2.005 v)
O5-DUT ™ 100+ 100k \ 2
=3.0 mV

3.8 DC PoweR SurrLY REJECTION RaTIO

3.8.1 DC Power Supply Sensitivity

Power supply sensitivity (PSS) is a measure of the circuit’s dependence on a constant supply
voltage. Normally it is specified separately with respect to the positive or negative power supply
voltages and denoted PSS and PSS". PSS is defined as the change in the output over the change
in either power supply voltage with the input held constant

pSs* EA—VO* and PSS'ELVO| (343)
AVPS' V;, constant AVPS" V;, constant

In effect, PSS is a type of gain test in which the input is one of the power supply levels.

Example 3.8

The input of the x10 amplifier in Figure 3.21 is connected to its own V)yp source forcing 1.5 V.
The power supply is set to 3.1 V and a voltage of 1.5011 V is measured at the output of the
amplifier. The power supply voltage is then changed to 2.9 V and the output measurement
changes to 1.4993 V. What is the PSS of the amplifier in V/V? What is the PSS in decibels?

Solution:
As the positive power supply (Vpp) is being changed by SRCI, the positive power supply
sensitivity is

AV, _1.5011V-14993 V

PSS’ = =
AVe, 31V-29V

= 9 mV/V =-40.92 dB \
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Figure 3.21. Power supply sensitivity test setup.

3.8.2 DC Power Supply Rejection Ratio

Power supply rejection ratio (PSRR) is defined as the power supply sensitivity of a circuit
divided by the magnitude of the closed-loop gain of the circuit in its normal mode of operation.
Normally it is specified separately with respect to each power supply voltage. Mathematically,
we write

SS" and psRr- =T33 (3.14)

PSRR* = pSs =
G ]

In Example 3.8, we found PSS'=0.009 V/V. In Example 3.5, the DC gain of this same circuit
was found to be —10.2 V/V. Hence the PSRR" would be

PSS" _ 0.009 V/V

PSRR" = =
|G| 102V/V

=882 uv/v
Power supply rejection ratio is often converted into decibel units

PSRR*

1 =20l0g,, (882 4V /V)=-61.09 dB

3.9 DC Common-MobpE REJECTION RATIO

3.9.1 CMRR of Op Amps

Common-mode rejection ratio (CMRR) is a measurement of a differential circuit’s ability to
reject a common-mode signal Vcy at its inputs. It is defined as the magnitude of the common-
mode gain Gcy divided by the differential gain Gp, given by
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GCM

D

CMRR = {3.15)

This expression can be further simplified by substituting for the common-mode gain
Goy =AV, [AV,, , together with the definition for input-referred offset voltage defined in
Eq. (3.5), as follows

ol 16
CMRR = GAVCM = Gp =,AV‘7SI (3.16)
D

l AV, l |aV, ]

The rightmost expression suggests the simplest procedure to measure CMRR; one simply
measures AVos subject to a change in the input common-mode level AVcy. One can measure
AV s directly or indirectly, as the following two examples illustrate.

%

Example 3.9

Figure 3.22 shows a simple CMRR test fixture for an op amp. The test circuit is basically a
difference-amplifier configuration with the two inputs tied together. Vyyp is set to 1.5 V and an
input common-mode voltage of 2.5 V is applied using SRC1. An output voltage of 1.501 V is
measured at the output of the op amp. Then SRC1 is changed to 0.5 V and the output changes to
1.498 V. What is the CMRR of the op amp?

Solution:

As the measurement was made at the output of the circuit, we need to infer from these results the
AV s for the op amp. This requires a few steps: The first is to find the influence of the op amp
input-referred offset voltage Vs on the test circuit output. As in Section 3.7.2, detailed circuit

Tester

Tester

Op amp (on-chip Vaip)

Figure 3.22. Op amp CMRR test setup.
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analysis reveals

R, +R,
RI

Vo= Vos

With all resistors equal and perfectly matched, Vo= 2 Vps. Hence, AVo = 2 AVps, or when re-
arranged, AVps= 0.5 AV,. Subsequently, substituting measured values AVo = 1.501 V-1.498 V
=3 mV, we find AVos= 1.5 mV. This result can now be substituted into Eq. (3.16), together with
AVey= AVsrer =2.5V = 0.5 V=2.0 V, leading to a CMRR = 750 uV/V or —62.5 dB.

—

There is one major problem with this technique for measuring op amp CMRR: the resistors
must be known precisely and carefully matched. A CMRR value of -100 dB would require
resistor matching to 0.0001%, an impractical value to achieve in practice. A better test circuit
setup is the nulling amplifier configuration shown in Figure 3.23. This configuration is very
similar to the one used previously to measure the open-loop gain and input offsets of Section 3.7.
The basic circuit arrangement is identical, only the excitation and the position of the voltmeter
are changed. With this test setup, one can vary the common-mode input to the DUT and measure
the differential voltage between the input SRC1 and the nulling amplifier output, which we shall
denote as Vo.nyyzz. This in turn can then be used to deduce the input-referred offset for the DUT
amplifier according to

R
Vos-pur = R +1 R, Vo-mus (3.17)
1

Subsequently, the CMRR of the op amp is given by

CMRR =\~ e (3.18)
R +R,| AV
Tester Vha Tester
Rs
e Em .- - - - - l I C
\ﬁ}\ & 5 Ry A
Td 1
AN £ N : +\
SRC1 R4 ; DUT E l
V. :.----______________,: VMID f +V
et Nulling amp ) Vowur
Rz
vy

Figure 3.23. Op amp CMRR test setup using nulling amplifier.
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Example 3.10

For nulling amplifier setup shown in Figure 3.23 with R;=100 , R,=100 k Q, and R;=100 k Q,
together with Vjgp set to a value midway between the two power supply levels, SRCI is set to
+2.5 V and a differential voltage of 10 mV is measured between SRCI and the output of the
nulling amplifier. Then SRCI is set to 0.5 V and the measured voltage changes to —12 mV.
What is the CMRR of the op amp?

Solution:

Using Eq. (3.17), we deduce

R AV
R +R,
100

~100+100k
=22 uv

AVos_pur =

[10 mV —(-12 mV)]

for a corresponding AVsrc; =2.5 V—-0.5V, or 2.0 V. Thus the CMRR is

22 uv
20V

CMRR = =11%=—99.17dB

3.9.2 CMRR of Differential Gain Stages

Integrated circuits often use op amps as part of a larger circuit such as a differential input
amplifier. In these cases, the CMRR of the op amp is not as important as the CMRR of the
circuit as a whole. For example, a differential amplifier configuration such as the one in
Figure 3.22 may have terrible CMRR if the resistors are poorly matched, even if the op amp
itself has a CMRR of —100 dB. The differential input amplifier CMRR specifications include not
only the effects of the op amp, but also the effects of on-chip resistor mismatch. As such, we
determine the CMRR using the original definition given in Eq. (3.15). Our next example will
illustrate this.

Example 3.11

Figure 3.24 illustrates the test setup to measure the CMRR of a differential amplifier having a
nominal gain of 10. No assumption about resistor matching is made. Both inputs are connected
to & common voltage source SRC1 whose output is set to 2.5 V. A voltage of 1.501 V is
measured at the output of the DUT. Then SRCl is set to 0.5 V and a second voltage of 1.498 V
is measured at the DUT output. Next the differential gain of the DUT circuit is measured using
the technique described in Section 3.7.1. The gain was found to be 10.2 V/V. What is the
CMRR?
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Tester

Tester : 10 kQ

SRC1

Vsrcr

Differential x10 amplifier
(Vap generated on-chip)

Figure 3.24. A x10 Differential amplifier CMRR test setup.

Solution:

Since AVp=1.501 V —1.498 V = 3 mV corresponding to a AVcyr = AVsgc; = 2.0 V, the common-
mode gain Gy is calculated to be equal to 0.0015 V/V. In addition, we are told that the
differential gain Gp is 10.2 V/V; thus we find the CMRR from the following

CMRR =

CM _[0.0015 V/V =0.000147 =-76.65 dB
10.2V/V

Exercises

3.15. An amplifier has an expected CMRR of -100 dB. For a 1-V change in the input
common-mode level, what is the expected change in the input offset voltage of this amplifier?

Ans. 10pV.

3.16. For the nulling amplifier CMRR setup in Figure 3.23 with R;=100 Q, R,=500 k€, and
R3=100 k€, SRCI is set to +3.5 V and a differential voltage of 210 mV is measured between
SRC1 and the output of the nulling amplifier. Then SRCI is set to 0.5 V and the measured
voltage changes to —120 mV. What is the CMRR of the op amp in decibels?

Ans. 21.99 uV/V, -93.15 dB.
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3.10 ComraraTOR DC TESTS

3.10.. Input Offset Voltage

Input offset voltage for a comparator is defined as the differential input voltage that causes the
comparator to switch from one output logic state to the other. The differential input voltage can
be ramped from one voltage to another to find the point at which the comparator changes state.
This switching point is, however, dependent on the input common-mode level. One usually tests
for the input offset voltage under worst-case conditions as outlined in the device test plan.

Ecample 312

The comparator in Figure 3.25 has a worst-case input offset voltage of 50 mV and a midsupply
voltage of 1.5V. Describe a test setup and procedure with which to obtain its input offset

voltage.
Tester INs b DUT i Tester
| srer * g L i vOuT
V[N+ E —]7
Figure 3.25. Comparator input offset voltage test setup.
Solution:

The comparator in Figure 3.25 is connected to two voltage sources, SRC1 and SRC2. SRC2 is
setto 1.5 V and SRCI1 is ramped upward from 1.45 to 1.55 V, as the switching point is expected
to lie within this range. When the output changes from logic LO to logic HI, the differential
input voltage Vv is measured, resulting in an input offset voltage reading of +5 mV. The Vv
voltage could be deduced by simply subtracting 1.5 V from the SRCI voltage, assuming the DC
sources force voltages to an accuracy of a few hundred microvolts. This is usually a
questionable assumption, though. It is best to measure small voltages using a voltmeter rather
than assume the tester’s DC sources are set to exact voltages.
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Figure 3.26. Slicer threshold voltage test setup.

3.10.2 Threshold Voltage

Sometimes a fixed reference voltage is supplied to one input of a comparator, forming a circuit
known as a slicer. The input offset voltage specification is typically replaced by a single-ended
specification, called threshold voltage.

The slicer in Figure 3.26 is tested in a similar manner as the comparator circuit in the previous
example. Assuming the threshold voltage is expected to fall between 1.45 and 1.55 V, the input
voltage from SRC] is ramped upward from 1.45 to 1.55 V. The output switches states when the
input is equal to the slicer’s threshold voltage.

Notice that threshold voltage will be affected by the accuracy of the on-chip voltage
reference, V. In theory, the threshold voltage should be equal to the sum of the slicer’s
reference voltage Vry plus the input offset voltage of the comparator. Threshold voltage error is
defined as the difference between the actual and ideal threshold voltages.

3.10.3 Hysteresis

In the comparator input offset voltage example, the output changed when the input voltage
reached 5 mV. This occurred on a rising input voltage. On a falling input voltage, the threshold
may change to a lower voltage. This characteristic is called hysteresis, and it may or may not be
an intentional design feature. Hysteresis is defined as the difference in threshold voltage
between a rising input test condition and a falling input condition.

Example 3.13

The comparator in Figure 3.25 is connected to two voltage sources, SRC1 and SRC2. SRC2 is
set to 1.5 V and SRC1 is ramped upward from 1.45 to 1.55 V in 1-mV steps. When the output
changes from logic LO to logic HI, the differential input voltage is measured, resulting in an
input offset voltage reading of +5 mV. Then the input is ramped downward from 1.55 to 1.45 V
and the output switches when the input voltage reaches —3 mV. What is the hysteresis of this
comparator?
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Solution:
The hysteresis is equal to the difference of the two input offset voltages

SmV-(-3mV)=8mV

It should be noted that input offset voltage and hysteresis may change with different common-
mode input voltages. Worst-case test conditions should be determined during the characterization
process.

Exercises

3.17. A comparator has an input offset voltage of 50 mV and its positive terminal is
connected to a 1-V level, at what voltage on the negative terminal does the comparator
change state?

Ans. 0950 V.

3.18. A slicer circuit is connected to a 1.65 V reference V7 and has a comparator input offset
voltage of 11 mV. At what voltage level will the slicer change state?

Ans. 1.76 V.

3.19. A comparator has a measured hysteresis of 9 mV and switches state on a rising input at
2.100 V. At what voltage does the comparator change to a low state on a falling input?

Ans. 2.091 V.

3.11 VOLTAGE SEARCH TECHNIQUES

3.11.1 Binary Searches versus Step Searches

The technique of ramping input voltages until an output condition is met is called a ramp search,
or step search. Step searches are time-consuming and not well suited for production testing. A
more efficient binary search technique may be used to reduce test time while maintaining the
desired search resolution.

In a binary search, the input is adjusted up or down using a successive approximation
algorithm. A binary search can be applied to the comparator input offset voltage test described
in the previous section. Instead of ramping the input voltage from 1.45 to 1.55 V, the
comparator input is set to 1.5 V and the output is observed. If the output is high, then the input is
increased by one quarter of the 100-mV search range (25 mV) to try to make the output go low.
If, on the other hand, the output is low, then the input is reduced by 25 mV to try to force the
output high. Then the output is observed again. This time, the input is adjusted by one-eighth of
the search range (12.5 mV). This process is repeated until the desired input adjustment
resolution is reached.
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The problem with the binary search technique is that it does not work well in the presence of
hysteresis. The binary search algorithm assumes that the input offset voltage is the same whether
the input voltage is increased or decreased. If the comparator exhibits hysteresis, then there are
two different threshold voltages to be measured. To get around this problem without reverting to
the time-consuming ramp search technique, a hybrid approach can be used. A binary search can
be used to find the approximate threshold voltage quickly. Then a step search can be used with a
much smaller search voltage range.

Another solution to the hysteresis problem is to use a modified binary search algorithm in
which the output state of the comparator is returned to a consistent logic state between binary
search approximations. The output state is set to a consistent level between approximations by
forcing the input either well above or well below the threshold voltage. In this way, steps are
always taken in one direction, avoiding hysteresis effects. To measure hysteresis, a binary search
is used once with the output state forced high between approximations. Then input offset is
measured again with the output state forced low between approximations. The difference in
input offset readings is equal to the hysteresis of the comparator.

s

3.11.2 Linear Searches

Linear circuits can make use of an even faster search technique called a linear search. A linear
search is similar to the binary search, except that the input approximations are based on a linear
interpolation of input-output relationships. For example, if a 0-mV input to a buffer amplifier
results in a 10-mV output and a 1-mV input results in a 20-mV output, then a —1-mV input will
probably result in a 0-mV output. The linear search algorithm keeps refining its guesses using a
simple Voyr = MXVp + B algorithm until the desired accuracy is reached. The following
example will illustrate the method.

Example 3.14

Using a linear search algorithm find the input offset voltage Vos for a x10 amplifier.
Solution:

The input to a X10 amplifier is set to 0 V and the output is measured, yielding a reading of
120 mV. The gain M is known to be approximately 10, since this is supposed to be a x10
amplifier. The value of offset B can be approximately determined using the Vour= MxVy + B
linear equation, that is

120 mV=Mx0mV+B =10x0 mV+B
= B =120 mV (first-pass guess)

Since 0 mV is the desired output, the next estimate for ¥ps can be calculated using the linear
equation again

0 mV (desired V,,; =M xV,, + B =10XV, +120 mV

Rewriting this equation to solve for Vv, we get



Chapter 3 o DC and Parametric Measurements 81

v (0 mV-120 mV)

=-12mV
w 10 m

Applying the best guess of —~12 mV to the input, another output measurement is made, resulting
in a reading of 8 mV. Now we have two equations in two unknowns
120mV=Mx0mV+B
8mV=M(-12mV)+B
from which a more accurate estimate of M and B can be made. Solving for the two unknowns

_ 120 mV-8 mV
0 mV-(-12 mV)

B=10mV-[M (-12mV)]=122 mV

=9.333 V/V

The next input approximation should be close enough to the input offset voltage to produce an
output of 0 mV, that is

0 mV-B V-122 mV
V= OmV-E)_(QmVARmY) sy
M 9333

The input offset voltage of the x10 amplifier is therefore —13.1 mV, assuming the circuit is
linear. In cases where the input-output relationship is not linear, the linear search technique will
still work, but will require more iterations of the above process. During each iteration, the linear
interpolations are calculated using the most recent two input-output data points until the input
converges to the desired measurement resolution.

Exercises

3.20. For an amplifier characterized by Voyr= 10V - V,N2 + 5 over a 5 V output voltage
range, determine the input offset voltage using a binary search process. The input offset
voltage is known to fall between 464 and 496 mV. How many search iterations are required
for a maximum error of 1 mV? List the input values and corresponding outputs.

Ans. A 32-mV search range with 2-mV resolution is required, requiring four binary
iterations: (1) —480 mV, -30.4 mV; (2) 472 mV, +57 mV; (3) 476 mV, +13.4 mV;
(4) 478 mV, -8.5 mV. The final estimate is thus -477 mV (Vgs = +477 mV; true answer is
+477.2 mV).

3.21. Repeat Exercise 3.20 using a linear search process starting with two points at Vv =
—250 mV and 750 mV. How many iterations are required for < 1 mV error in Vps?

Ans. Two iterations produce estimates of Vos = +471.6 mV and Vs = +477.1 mV.
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3.12 DC TEests FOR DiGITaL CIRCUITS

3.12.1 Iylly

The data sheet for a mixed-signal device usually lists several DC specifications for digital inputs
and outputs. Input leakage currents (I;y and I;;) were discussed in Section 3.2.2. Input leakage is
also specified for digital output pins that can be set to a high-impedance state.

3122 ViV

The input high voltage (V) and input low voltage (V7.) specify the threshold voltage for digital
inputs. It is possible to search for these voltages using a binary search or step search, but it is
more common to simply set the tester to force these levels into the device as a go/no-go test. If
the device does not have adequate ¥y and ¥} thresholds, then the test program will fail one of
the digital pattern tests that are used to verify the DUT’s digital functionality. To allow a
distinction between pattern failures caused by ¥jy/Vy settings and patterns failing for other
reasons, the test engineer may add a second identical pattern test that uses more forgiving levels
for Vi/Vy. If the digital pattern test fails with the specified V/Vy levels and passes with the
less demanding settings, then Vjy/Vy thresholds are the likely failure mode.

3.12.3 Vou/Vor

Vor and Vo are the output equivalent of ¥jy and Vj. Vo is the minimum guaranteed voltage
for an output when it is in the high state. Vy; is the maximum guaranteed voltage when the
output is in the low state. These voltages are usually tested in two ways. First, they are
measured at DC with the output pin set to static high/low levels. Sometimes a pin cannot be set
to a static output level due poor design for test considerations, so only a dynamic test can be
performed. Dynamic Vou/Vo; testing is performed by setting the tester to expect high voltages
above ¥y and low voltages below V.. The tester’s digital electronics are able to verify these
voltage levels as the outputs toggle during the digital pattern tests. Dynamic Vou/Vor testing is
another go/no-go test approach, since the actual Vop/Voy voltages are verified but not measured.

3.12.4 Ioullor

Vor and Vop levels are guaranteed while the outputs are loaded with specified load currents, oy
and Io;. The tester must pull current out of the DUT pin when the output is high. This load
current is called Ioy. Likewise, the tester forces the Io; current into the pin when the pin is low.
These currents are intended to force the digital outputs closer to their Vou/Vo, specifications,
making the Vou/Vo; tests more difficult for the DUT to pass. Iy and I, are forced using a
diode bridge circuit in the tester’s digital pin card electronics. The diode bridge circuit is
discussed in more detail in Chapter 5, “Tester Hardware.”

3.12.5 Ipsy and Ips; Short Circuit Current

Digital outputs often include a current-limiting feature that protects the output pins from damage
during short circuit conditions. If the output pin is shorted directly to ground or to a power
supply pin, the protection circuits limit the amount of current flowing into or out of the pin.
Short circuit current is measured by setting the output to a low state and forcing a high voltage
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(usually Vpp) into the pin. The current flowing into the pin (Jos;) is measured with one of the
tester’s current meters. Then the output is set to a high state and 0 V is forced at the pin. The
current flowing out of the pin (Joss) is again measured with a current meter.

3.13 SuMMARY

This chapter has presented only a few of the many DC tests and techniques the mixed-signal test
engineer will encounter. Several chapters or perhaps even a whole book could be devoted to
highly accurate DC test techniques. However, this book is intended to address mixed-signal
testing. Hopefully, the limited examples given in this chapter will serve as a solid foundation
from which the test engineer can build a more diversified DC measurement skill set.

DC measurements are trivial to define and understand, but they can sometimes be
excruciatingly difficult to implement. A DC offset of 100 mV is very easy to measure if the
required accuracy is £10 mV. On the other hand if 1-uV accuracy is required, the test engineer
may find this to be one of the more daunting test challenges in the entire project. The accuracy
and repeatability requirements of seemingly simple tests like DC offset can present a far more
challenging test problem than much more complicated AC tests.

Accuracy and repeatability of measurements is the subject of the next chapter. This topic
pertains to a wide variety of analog and mixed-signal tests. Much of a test engineer’s time is
consumed by accuracy and repeatability problems. These problems can be one of the most
aggravating aspects of mixed-signal testing. The successful resolution of a perplexing accuracy
problem can also be one of the most satisfying parts of the test engineer’s day.

Problems

3.1. The output of a 10-V voltage regulator varies from 9.95 V under no-load condition to
9.34 V under a 10-mA maximum rated load current. What is its load regulation?

3.2. The output of a 5-V voltage regulator varies from 4.86 to 4.32 V when the input voltage
is changed from 14 to 6 V under a maximum load condition of 10 mA. What is its line
regulation?

3.3. A 9-V voltage regulator is rated to have a load regulation of 150 mV for a maximum load
current of 15 mA. Assuming a no-load output voltage of 9 V, what is the expected output
voltage at the maximum load current?

3.4. A 6-V regulator has an output no-load voltage specification of 5.75 V (MIN) to 6.25 V
(MAX), a load regulation specification of 150 mV (MAX) and a dropout voltage
specification of 1.5 V (MAX). With a 7.5-V input voltage, what is the lowest output
voltage that a passing regulator could produce under maximum loading conditions?

3.5. A voltage of 1.2 V is dropped across an input pin when a 100 pA current is forced into
the pin. Subsequently, a 1.254-V level occurs when the current is increased to 200 HA.
What is the input impedance?

3.6. The input pin of a device is characterized by the i-v relationship: i = 0.001 v + 100. What
is the impedance seen looking into this pin?
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3.7.

38.

3.9.

3.10.

3.11.

3.12.

3.13.

3.14.

3.15.

3.16.

3.17.

3.18.

3.19.

3.20.
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Voltages of 1.2 and 3.3 V appear at the output of an amplfier when currents of 10 and
+10 mA, respectively, are forced into its output. What is the output impedance?

The no-load output voltage of an amplifier is 4 V. When a 600-Q load is attached to the
output, the voltage drops to 3 V. What is the amplifier’s output impedance?

For a x10 amplifier characterized by Voyr= 10V ~ Va® + 5 over a £15-V range, what
are its input and output offset voltages?

A voltmeter introduces a measurement error of -5% while measuring a 1-V offset from an
amplifier. What is the actual reading captured by the voltmeter?

A voltmeter with an input impedance of 500 kS is used to measure the DC output of an
amplifier with an output impedance of 500 kQ. What is the expected relative error made
by this measurement?

A differential amplifier has outputs of 2.4 V (OUTP) and 2.7 V (OUTN) with its input set
to a Vygp reference level of 2.5 V. What are the single-ended and differential offsets? The
common-mode offset? (All offsets are to be measured with respect to Vagp.)

A perfectly linear amplifier has a measured gain of 5.1 V/V and an output offset of
-3.2'V. What is the input offset voltage?

Voltages of 0.8 and 4.1 V appear at the output of a single-ended amplifier when inputs of
1.4 and 1.6 V are applied, respectively. What is the gain of the amplifier in V/V? What is
the gain in decibels?

An amplifier is characterized by Voyr= 3.5Vv+ 1 over the input voltage range 0 to 5 V.
What is the amplifier output for a 2-V input? Similarly for a 3-V input? What is the
corresponding gain of this amplifier in V/V over the 1-V swing? What is the gain in
decibels?

An amplifier is characterized by Vopyr= 1.5V + 0.35V? +1 over the input voltage range
0to 5 V. What is the amplifier output for a 1-V input? Similarly for a 3-V input? What is
the corresponding gain of this amplifier in V/V over the 1-V swing? What is the gain in
decibels?

For the nulling amplifier setup shown in Figure 3.20 with R;=100 Q, R;=200 kQ, and
R3=50 k€, an SRCI input swing of 1 V results in a 130-mV swing at the output of the
nulling amplifier. What is the open-loop gain of the DUT amplifier in V/V? What is the
gain in decibels?

For the nulling amplifier setup shown in Figure 3.20 with R,=200 Q, R=100 k£, and
R3=100 k<, and a Vjyp of 2.5 V, an offset of 3.175 V (relative to ground) appears at the
output of the nulling op amp when the input is set to ¥3gp. What is the input offset of the
DUT amplifier?

For the nulling amplifier setup shown in Figure 3.20 with R;=100 Q, R,=300 kQ, and
R:=100 k<, and the DUT op amp having an open-loop gain of 1000 V/V, what is the
output swing of the nulling amplifier when the input swings by 1 V?

The input of a X10 amplifier is connected to a voltage source forcing 1.75 V. The power
supply is set to 4.9 V and a voltage of 1.700 V is measured at the output of the amplifier.
The power supply voltage is then changed to 5.1 V and the output measurement changes
to 1.708 V. What is the PSS? What is the PSRR if the measured gain is 9.8 V/V?
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3.21.

3.22.

3.23.

3.24.

3.25.

3.26.

3.27.

For nulling amplifier CMRR setup shown in Figure 3.23 with R;=100 Q, R;=300 k€2, and
R:=100 k Q, SRCI is set to +3.5 V and a differential voltage of 130 mV is measured
between SRC1 and the output of the nulling amplifier. Then SRCI is set to 1.0 V and the
measured voltage changes to —260 mV. What is the CMRR of the op amp in decibels?

An amplifier has an expected CMRR of -85 dB. For a 1-V change in the input common-
mode level, what is the expected change in the input offset voltage of this amplifier?

A comparator has an input offset voltage of 6 mV and its negative terminal is connected
to a 2.5-V level, at what voltage on the positive terminal does the comparator change
state?

A slicer circuit is connected to a 2-V reference and has a threshold voltage error of
20 mV, at what voltage level will the slicer change state?

If a slicer’s 2.5-V reference has an etror of +100 mV and the comparator has an input
offset of ~10 mV, what threshold voltage should we expect?

A comparator has a measured hysteresis of 10 mV and switches state on a rising input at
2.5 V. At what voltage does the comparator change to a low state on a falling input?

For an amplifier characterized by Voyr = 6V + 0.5 Va? - 2 over a £1-V input voltage
range, determine the input offset voltage using a linear search process, starting with two
points at =1 V. After how many iterations did the answer change by less than 1 mV?
How many iterations would have been required using a binary search from -1 to +1 V?
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CHAPTER

Measurement Accuracy

4.1 TERMINOLOGY

4.1.1 Accuracy and Precision

In conversational Enghsh the terms accuracy and precision are virtually identical in meaning.
Roget’s Thesaurus' lists these words as synonyms and Webster’s chtlonary2 gives almost
identical deﬁnltlons for them. However, these terms are defined very differently in engineering
textbooks>. Combining the definitions from these and other sources gives us an idea of the
accepted technical meaning of the words:

Accuracy — The difference between the average of measurements and a standard sample
for which the “true” value is known. The degree of conformance of a test.instrument to
absolute standards, usually expressed as a percentage of reading or a percentage of
measurement range (full scale).

Precision — The variation of a measurement system obtained by repeating measurements
on the same sample back-to-back using the same measurement conditions.

According to these definitions, precision refers only to the repeatability of a series of
measurements. It does not refer to consistent errors in the measurements. A series of
measurements can be incorrect by 2 V, but as long as they are consistently wrong by the same
amount, then the measurements are considered to be precise.

This definition of precision is somewhat counterintuitive to most people, since the words
precision and accuracy are so often used synonymously. Few of us would be impressed by a
“precision” voltmeter exhibiting a consistent 2-V error! Fortunately, the word repeatability is far
more commonly used in the test engineering field than the word precision. This textbook will
use the term accuracy to refer to the overall closeness of an averaged measurement to the true
value and repeatability to refer to the consistency with which that measurement can be made.
The word precision will be avoided.

Unfortunately, the definition of accuracy is also somewhat ambiguous. Many sources of error
can affect the accuracy of a given measurement. The accuracy of a measurement should
probably refer to all possible sources of emmor. However, the accuracy of an instrument (as
distinguished from the accuracy of a measurement) is often specified in the absence of
repeatability fluctuations and instrument resolution limitations. Rather than trying to decide
which of the various error sources are included in the definition of accuracy, it is probably more
useful to discuss some of the common error components that contribute to measurement
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inaccuracy. It is incumbent upon the test engineer to make sure all components of error have
been accounted for in a given specification of accuracy.

4.1.2 Systematic Errors

Systematic errors are those that show up consistently from measurement to measurement. For
example, assume an amplifier’s output exhibits an offset of 100 mV from the ideal value of 0 V.
Using a digital voltmeter (DVM) we could take multiple readings of the offset over time and
record each measurement. A typical measurement series might look like this:

101 mV, 103 mV, 102 mV, 101 mV, 102 mV, 103 mV, 103 mV, 101 mV, 102 mV...

This measurement series shows an average error of about 2 mV from the true value of
100 mV. Errors like this are caused by consistent errors in the measurement instruments. The
errors can result from a combination of many things, including DC offsets, gain errors, and
nonideal linearity in the DVM’s measurement circuits. Systematic errors can often be reduced
through a process called calibration. Various types of calibration will be discussed in more
detail in Section 4.2.

4.1.3 Random Errors

Notice in the preceding example that the measurements are not repeatable. The DVM gives
readings from 101 to 103 mV. Such variations do not surprise most engineers because DVMs
are relatively inexpensive. On the other hand, when a two million dollar piece of ATE
equipment cannot produce the same answer twice in a row, eyebrows may be raised.

Inexperienced test engineers are sometimes surprised to learn that an expensive tester cannot
give perfectly repeatable answers. They may be inclined to believe that the tester software is
defective when it fails to produce the same result every time the program is executed. However,
experienced test engineers recognize that a certain amount of random error is to be expected in
analog and mixed-signal measurements.

Random errors are usually caused by thermal noise or other noise sources in either the DUT
or the tester hardware. One of the biggest challenges in mixed-signal testing is determining
whether the random errors are caused by bad DIB design, by bad DUT design, or by the tester
itself. If the source of error is found and cannot be corrected by a design change, then averaging
or filtering of measurements may be required. Averaging and filtering are discussed in more
detail in Section 4.3.

4.1.4 Resolution (Quantization Error)

In the 100-mV measurement list, notice that the measurements are always rounded off to the
nearest millivolt. The measurement may have been rounded off by the person taking the
measuremnents, or perhaps the DVM was only capable of displaying three digits. ATE
measurement instruments have similar limitations in measurement resolution. Limited resolution
results from the fact that continuous analog signals must first be converted into a digital format
before the ATE computer can evaluate the test results. The tester converts analog signals into
digital form using analog-to-digital converters (ADCs).
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Figure 4.1. Output codes versus input voltages for an ideal 3-bit ADC.

ADCs by nature exhibit a feature called quantization error. Quantization error is a result of
the conversion from an infinitely variable input voltage (or current) to a finite set of possible
digital output results from the ADC. Figure 4.1 shows the relationship between input voltages
and output codes for an ideal 3-bit ADC. Notice that an input voltage of 1.2 V results in the
same ADC output code as an input voltage of 1.3 V. In fact, any voltage from 1.0 to 1.5 V will
produce an output code of 2.

If this ADC were part of a crude DC voltmeter, the meter would produce an output reading of
1.25 V any time the input voltage falls between 1.0 and 1.5 V. This inherent error in ADCs and
measurement instruments is caused by quantization error. The resolution of a DC meter is often
limited by the quantization error of its ADC circuits.

If a meter has 12 bits of resolution, that means it can resolve a voltage to one part in 2'%-1
(one part in 4095). If the meter’s full-scale range is set to +2 V, then a resolution of
approximately 1 mV can be achieved (4 V / 4095 levels). This does not automatically mean that
the meter is accurate to 1 mV, it simply means the meter cannot resolve variations in input
voltage smaller than 1 mV. An instrument’s resolution can far exceed its accuracy. For
example, a 23-bit voltmeter might be able to produce a measurement with a 1-uV resolution, but
it may have a systematic error of 2 mV.

4.1.5 Repeatability

Nonrepeatable answers are a fact of life for mixed-signal test engineers. A large portion of the
time required to debug a mixed-signal test program can be spent tracking down the various
sources of poor repeatability. Since all electrical circuits generate a certain amount of random
noise, measurements such as those in the 100-mV offset example are fairly common. In fact, if a
test engineer gets the same answer 10 times in a row, it is time to start looking for a problem.
Most likely, the tester instrument’s full-scale voltage range has been set too high, resulting in a
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measurement resolution problem. For example, if we configured a meter to a range having a
10-mV resolution, then our measurements from the prior example would be very repeatable
(100 mV, 100 mV, 100 mV, 100 mV, etc.). A novice test engineer might think this is a terrific
result, but the meter is just rounding off the answer to the nearest 10-mV increment due to an
input ranging problem. Unfortunately, a voltage of 104 mV would also have resulted in this
same series of perfectly repeatable, perfectly incorrect measurement results. Repeatability is
desirable, but it does not in itself guarantee accuracy.

Exercises

4.1. A 5-mV signal is measured with a meter ten times resulting in the following sequence of
readings: 5 mV, 6 mV, 9 mV, § mV, 4 mV, 7 mV, 5mV, 7mV, 8 mV, 11 mV. What is the
average measured value? What is the systematic error?

Ans. 7mV,2mV.

4.2. A meter is rated at 8-bits and has a full-scale range of £5 V. What is the measurement
uncertainty of this meter, assuming only quantization errors from an ideal meter ADC?

Ans. +19.5mV.

4.3. A signal is to be measured with a maximum uncertainty of £0.5 uV. How many bits of
resolution are required by an ideal meter having a 1 V full-scale range?

Ans. 21 bits.

4.1.6 Stability

A measurement instrument’s performance may drift with time, temperature, and humidity. The
degree to which a series of supposedly identical measurements remains constant over time,
temperature, humidity, and all other time-varying factors is referred to as stability. Stability is an
essential requirement for accurate instrumentation.

Shifts in the electrical performance of measurement circuits can lead to errors in the tested
results. Most shifts in performance are caused by temperature variations. Testers are usually
equipped with temperature sensors that can automatically determine when a temperature shift has
occurred. The tester must be recalibrated anytime the ambient temperature has shifted by a few
degrees. The calibration process brings the tester instruments back into alignment with known
electrical standards so that measurement accuracy can be maintained at all times.

After the tester is powered up, the tester’s circuits must be allowed to stabilize to a constant
temperature before calibrations can occur. Otherwise, the measurements will drift over time as
the tester heats up. When the tester chassis is opened for maintenance or when the test head is
opened up or powered down for an extended period, the temperature of the measurement
electronics will typically drop. Calibrations then have to be rerun once the tester recovers to a
stable temperature.

Shifts in performance can also be caused by aging electrical components. These changes are
typically much slower than shifts due to temperature. The same calibration processes used to
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account for temperature shifts can easily accommodate shifts of components caused by aging.
Shifts caused by humidity are less common, but can also be compensated for by periodic
calibrations.

4.1.7 Correlation

Correlation is another activity that consumes a great deal of mixed-signal test program debug
time. Correlation is the ability to get the same answer using different pieces of hardware or
software. It can be extremely frustrating to try to get the same answer on two different pieces of
equipment using two different test programs. It can be even more frustrating when two
supposedly identical pieces of test equipment running the same program give two different
answers.

Of course correlation is seldom perfect, but how good is good enough? In general, it is a
good idea to make sure the correlation errors are less than one-tenth of the full range between the
minimum test limit and the maximum test limit. However, this is just a rule of thumb. The exact
requirements will differ from one test to the next. Whatever correlation errors exist, they must
be considered part of the measurement uncertainty, along with nonrepeatability and systematic
errors.

The test engineer must consider several categories of correlation. Test results from a mixed-
signal test program cannot be fully trusted until the various types of correlation have been
verified. The more common types of correlation include tester-to-bench, tester-to-tester,
program-to-program, DIB-to-DIB, and day-to-day correlation.

Tester-to-Bench Correlation

Often, a customer will construct a test fixture using bench instruments to evaluate the quality of
the device under test. Bench equipment such as oscilloscopes and spectrum analyzers can help
validate the accuracy of the ATE tester’s measurements. Bench correlation is a good idea, since
ATE testers and test programs often produce incorrect results in the early stages of debug. In
addition, IC design engineers often build their own evaluation test setups to allow quick debug of
device problems. Each of these test setups must correlate to the answers given by the ATE
tester. Often the tester is correct and the bench is not. Other times, test program problems are
uncovered when the ATE results do not agree with a bench setup. The test engineer will often
need to help debug the bench setup to get to the bottom of correlation errors between the tester
and the bench.

Tester-to-Tester Correlation

Sometimes a test program will work on one tester, but not on another presumably identical tester.
The differences between testers may be catastrophically different, or they may be very subtle.
The test engineer should compare all the test results on one tester to the test results obtained
using other testers. Only after all the testers agree on all tests is the test program and test
hardware debugged and ready for production.

Similar correlation problems arise when an existing test program is ported from one tester
type to another. Often, the testers are neither software compatible nor hardware compatible with
one another. In fact, the two testers may not even be manufactured by the same ATE vendor. A
myriad of correlation problems can arise because of the vast differences in DIB layout and tester
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software between different tester types. To some extent, the architecture of each tester will
determine the best test methodology for a particular measurement. A given test may have to be
executed in a very different manner on one tester versus another. Any difference in the way a
measurement is taken can affect the results. For this reason, correlation between two different
test approaches can be very difficult to achieve. Conversion of a test program from one type of
tester to another can be one of the most daunting tasks a mixed-signal test engineer faces.

Program-to-Program Correlation

When a test program is streamlined to reduce test time, the faster program must be correlated to
the original program to make sure no significant shifts in measurement results have occurred.
Often, the test reduction techniques cause measurement errors because of reduced DUT settling
time and other timing-related issues. These correlation errors must be resolved before the faster
program can be released into production.

DIB-to-DIB Correlation

No two DIBs are identical, and sometimes the differences cause correlation errors. The test
engineer should always check to make sure that the answers obtained on multiple DIB boards
agree. DIB correlation errors can often be corrected by focused calibration software written by
the test engineer (this will be discussed further in Section 4.2 and in Chapter 10, “Focused
Calibrations™).

Day-to-Day Correlation

Correlation of the same DIB and tester over a period of time is also important. If the tester and
DIB have been properly calibrated, there should be no drift in the answers from one day to the
next. Subtle errors in software and hardware often remain hidden until day-to-day correlation is
performed. The usual solution to this type of correlation problem is to improve the focused
calibration process.

4.1.8 Reproducibility

The term reproducibility is often used interchangeably with repeatability, but this is not a correct
usage of the term. The difference between reproducibility and repeatability relates to the effects
of correlation and stability on a series of supposedly identical measurements. Repeatability is
most often used to describe the ability of a single tester and DIB board to get the same answer
multiple times as the test program is repetitively executed.

Reproducibility, by contrast, is the ability to achieve the same measurement result on a given
DUT using any combination of equipment and personnel at any given time. It is defined as the
statistical deviation of a series of supposedly identical measurements taken over a period of time.
These measurements are taken using various combinations of test conditions that ideally should
not change the measurement result. For example, the choice of equipment operator, tester, DIB
board, etc., should not affect any measurement result.

Consider the case in which a measurement is highly repeatable, but not reproducible. In such
a case, the test program may consistently pass a particular DUT on a given day, and yet
consistently fail the same DUT on another day or on another tester. Clearly, measurements must
be both repeatable and reproducible to be production-worthy.
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4.2 CALIBRATIONS AND CHECKERS

4.2.1 Traceability to Standards

Every tester and bench instrument must ultimately correlate to standards maintained by a central
authority, such as the National Institute of Standards and Technology (NIST). In the United
States, this government agency is responsible for maintaining the standards for pounds, gallons,
inches, and electrical units such as volts, amperes, and ohms. The chain of correlation between
the NIST and the tester’s measurements involves a series of calibration steps that transfers the
“golden” standards of the NIST to the tester’s measurement instruments.

Many testers have a centralized standards reference, which is a thermally stabilized
instrument in the tester mainframe. The standards reference is periodically replaced by a freshly
calibrated reference source. The old one is sent back to a certified calibration laboratory, which
recalibrates the reference so that it agrees with NIST standards. Similarly, bench instruments are
periodically recalibrated so that they too are traceable to the NIST standards. By periodically
refreshing the tester’s traceability link to the NIST, all testers and bench instruments can be made
to agree with one another.

4.2.2 Hardware Calibration

Hardware calibration is a process of physical “knob tweaking” that brings a piece of
measurement instrumentation back into agreement with calibration standards. For instance,
oscilloscope probes often include a small screw that can be used to nullify the overshoot in
rapidly rising digital edges. This is one common example of hardware calibration.

One major problem with hardware calibration is that it is not a convenient process. It
generally requires a manual adjustment of a screw or knob. Robotic screwdrivers might be
employed to allow partial automation of the hardware calibration process. However, the use of
robotics is an elaborate solution to the calibration problem. Full automation can be achieved
using a simpler procedure known as software calibration.

4.2.3 Software Calibration

Using software calibration, ATE testers are able to correct hardware errors without adjusting any
physical knobs. The basic idea behind software calibration is to separate the instrument’s ideal
operation from its nonidealities. Then a model of the instrument’s nonideal operation can be
constructed, followed by a correction of the nonideal behavior using a mathematical routine
written in software. Figure 4.2 illustrates this idea for a voltmeter.

In part (a) a “real” voltmeter is modeled as a cascade of two parts: (1) an ideal voltmeter, and
(2) a black box that relates the voltage across its input terminals vpyr to the voltage that is

measured by the ideal voltmeter, Vmegures. This relationship can be expressed in more
mathematical terms as

Vaessures = f (Vour ) (4.1)

where f{-) indicates the functional relationship between Vmegsures and vpyr.
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The true functional behavior f{) is seldom known; so one assumes a particular behavior or
model, such as a first-order model given by

Veasured = OVpyr + 0ff5et 4.2)
measu bur

where G and offset are the gain and offset of the voltmeter, respectively. These values must be
determined from measured data. Subsequently, a mathematical procedure is written in software
that performs the inverse mathematical operation

Veatitrated = J - (memi ) {4.3)

where Veasipraea Teplaces vpyr as an estimate of the true voltage that appears across the terminals
of the voltmeter as depicted in Figure 4.2(b). If () is known precisely, then Vegiprares = Vpur-

In order to establish an accurate model of an instrument, precise reference levels are
necessary. The number of reference levels required to characterize the model fully will depend
on its order, that is, the number of parameters used to describe the model. For the linear or first-
order model described, it has two parameters, G and offset. Hence, two reference levels will be
required.

To avoid conflict with the meter’s normal operation, relays are used to switch in these
reference levels during the calibration phase. For example, the voltmeter in Figure 4.3 includes a
pair of calibration relays, which can connect the input to two separate reference levels, Vien and
Vrep2. During a system level calibration, the tester closes one relay and connects the voltmeter to

Vmeasured = f (Vpur)

v, v,
bur bur ideal
+ / + meter
Actual Vmeasured - Vmeasured

meter

Vmeasured = f (VDUT )

)
)
\ H
)
'
;
Vpur H Vealibrated =VDUT
v
]
+ E ° [> °
Vmeasured = :
ldeal m : '
- ) . )
meter : Software routine '
' ]

Figure 4.2. (a) Modeling a voltmeter with an ideal voltmeter and a nonideal component in cascade.
{b) Calibrating the nonideal effects using a software routine.
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Vien and measures the voltage, which we shall denote as Vmeasuredi- Subsequently, this process is
repeated for the second reference level Vi and the voltmeter provides a second reading,

Vmeasured2.

Based on the assumed linear model for the voltmeter, we can write two equations in terms of
two unknowns

Vimeasured = GVrg'l +offset 44)
vmea.mraiZ =GVrth +0ﬁ:§'et ( '

Using linear algebra (Gauss-Jordan elimination method), the two model parameters can then be
solved to be

G - vmea.mrzd 2 vmauuredl (45)

V,q'z - qu’x

and

offset = vmauurailqu’Z ‘meumerrq’l (4.6)

Verz = Vepr

The parameters of the model, G and offset, are also known as calibration Jactors, or cal factors
for short. ‘

When subsequent DC measurements are performed, they are corrected using the stored
calibration factors according to

_ Voreaswes — OffSet 4.7

vcalibmld - G
This expression is found by isolating vpyr on one side of the expression in Eq. (4.2) and

replacing it by veuiprareq.

Meter
input

O¥
+
Vien Vmerer

VrejZ

Figure 4.3. DC voltmeter gain and offset calibration paths.
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Of course, this example is only for purposes of illustration. Most testers use much more
elaborate calibration schemes to account for linearity errors and other nonideal behavior in the
meter’s ADC and associated circuits.. Also, the meter’s input stage can be configured many
ways, and each of these possible configurations needs a separate set of calibration factors. For
example, if the input stage has ten different input ranges, then each range setting requires a
separate set of calibration factors. Fortunately for the test engineer, most instrument calibrations
happen behind the scenes. The calibration factors are measured and stored automatically during
the tester’s periodic system calibration and checker process.

Exercises

4.4. A meter reads 0.5 mV and 1.1 V when connected to two precision reference levels of
0 and 1 V, respectively. What are the offset and gain of this meter? Write the calibration
equation for this meter. '

Ans. 0.5 mV, 1.0995 V/V, Vegiibrated = (Vmeasured - 0.5 mV)/1.0995.

4.5. A meter is assumed characterized by a second-order equation of the form:
v = offset + GV paed + GoVoiiprae - HOW many precision DC reference levels are

measured

required to obtain the parameters of this second-order expression?
Ans. Three.

4.6. A meter is assumed characterized by a second-order equation of the form:
Vyoowes = Off5€t + Gy i + GyV2 ... Write the calibration equation for this meter in
terms of the unknown calibration factors.

Ans. v _Gl + VGIZ +4G2vmm.rurad —GI - VGIZ +4G2vmea.wred

calibrated = or vcalibratai =

2G, 26,

depending on the data conditions.

4.2.4 System Calibrations and Checkers

Testers are calibrated on a regular basis to maintain traceability of each instrument to the tester’s
calibration reference source. In addition to calibrations, software is also executed to verify the
functionality of hardware and make sure it is production worthy. This software is called a
checker program, or checker for short. Often calibrations and checkers are executed in the same
program. If a checker fails, the repair and maintenance (R&M) staff replaces the failing tester
module with a good one. After replacement, the new module must be completely recalibrated.

There are several types of calibrations and checkers. These include calibration reference
source replacement, performance verification (PV), periodic system calibrations and checkers,
instrument calibrations at load time, and focused calibrations. Calibration reference source
replacement and recalibration was discussed in Section 4.2.1. A common replacement cycle
time for calibration sources is once every six months.
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To verify that the tester is in compliance with all its published specifications, a more
extensive process called performance verification may be performed. Although full performance
verification is typically performed at the tester vendor’s production floor, it is seldom performed
on the production floor. By contrast, periodic system calibrations and checkers are performed on
a regular basis in a production environment. These software calibration and checker programs
verify that all the system hardware is production worthy.

Since tester instrumentation may drift slightly between system calibrations, the tester may
also perform a series of fine-tuning calibrations each time a new test program is loaded. The
extra calibrations can be limited to the subset of instruments used in a particular test program.
This helps to minimize program load time. To maintain accuracy throughout the day, these
calibrations may be repeated on a periodic basis after the program has been loaded. They may
also be executed automatically if the tester temperature drifts by more than a few degrees.

Finally, focused calibrations are often required to achieve maximum accuracy and to
compensate for nonidealities of DIB board components such as buffer amplifiers and filters.
Unlike the ATE tester’s built-in system calibrations, focused calibration and checker software is
the responsibility of the test engineer. Focused calibrations fall into two categories: (1) focused
instrument calibrations and (2) focused DIB calibrations and checkers.

4.2.5 Focused Instrument Calibrations

Testers typically contain a combination of slow, accurate instruments and fast instruments that
may be less accurate. The accuracy of the faster instruments can be improved by periodically
referencing them back to the slower more accurate instruments through a process called focused
calibration. Focused calibration is not always necessary. However, it may be required if the test
engineer needs higher accuracy than the instrument is able to provide using the built-in
calibrations of the tester’s operating system.

A simple example of focused instrument calibration is a DC source calibration. The DC
sources in a tester are generally quite accurate, but occasionally they need to be set with minimal
DC level error. A calibration routine that determines the error in a DC source’s output level can
be added to the first run of the test program. A high-accuracy DC voltmeter can be used to
measure the actual output of the DC source. If the source is in error by 1 mV, for instance, then
the requested voltage is reduced by 1 mV and the output is retested. It may take several
iterations to achieve the desired value with an acceptable level of accuracy.

A similar approach can be extended to the generation of a sinusoidal signal requiring an
accurate RMS value from an arbitrary waveform generator (AWG). A high-accuracy AC
voltmeter is used to measure the RMS value from the AWG. The discrepancy between the
measured value and the desired value is then used to adjust the programmed AWG signal level.
The AWG output level will thus converge toward the desired RMS level as each iteration is
executed.

Example 4.1
A 2.500-V signal is required from a DC source as shown in Figure 4.4. Describe a calibration

procedure that can be used to ensure that 2.500 V + 500 KV does indeed appear at the output of
the DC source.
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DUT
input >

Programmable

DC v,
source SRC + o o
accuracy T
voltmeter s

Figure 4.4. DC source focused calibration.

Solution:

The source is set to 2.500 V and a high-accuracy voltmeter is connected to the output of the
source using a calibration path internal to the tester. Calibration path connections are made
through one or more relays such as the ones in Figure 4.3. Assume the high-accuracy voltmeter
reads 2.510 V from the source. The source is then reprogrammed to 2.500 V - 10 mV and the
output is remeasured. If the second meter reading is 2.499 V, then the source is reprogrammed
t0 2.500 V - 10 mV + 1 mV and measured again. This process is repeated until the meter reads
2.500 V (plus or minus 500 uV). Once the exact programmed level is established, it is stored as
a calibration factor (e.g., calibration factor = 2.500 V - 10 mV + 1 mV = 2.491 V). When the
2.500-V DC level is required during subsequent program executions, the 2.491-V calibration
factor is used as the programmed level rather than 2.500 V. Test time is not wasted searching for
the ideal level after the first calibration is performed. However, calibration factors may need to
be regenerated every few hours to account for slow drifts in the DC source. This recalibration
interval is dependent on the type of tester used.

" ————

Another application of focused instrument calibration is spectral leveling of the output of an
AWG. An important application of AWGs is to provide a composite signal consisting of N sine
waves or fones all having equal amplitude at various frequencies and arbitrary phase. Such
waveforms are in a class of signals commonly referred to as multitone signals. Mathematically
a multitone signal y(#) can be written as

Y(O)= Ay + A sin(2nfit + ) +---+ A, sin (2w f, 1 + 8y)

=A0+ﬁ:A,‘ sin(27z f,t +¢,)

where 4;, f;, and ¢ denotes the amplitude, frequency, and phase, respectively, of the kth tone. A
multitone signal can be viewed in either the time domain or in the frequency domain. Time-
domain views are analogous to oscilloscope traces, while frequency-domain views are analogous
to spectrum analyzer plots. The frequency-domain graph of a multitone signal contains a series
of vertical lines corresponding to each tone frequency and whose length” represents the root-

(4.8)

* Spectral density plots are commonly defined in engineering textbooks with the length of the spectral line
representing one-half the amplitude of a tone. In most test engineering work, including spectrum analyzer displays,
itis more common to find this length defined as an RMS quantity.
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mean-square (RMS) amplitude of the corresponding tone. Each line is referred to as a spectral
line. Figure 4.5 illustrates the time and frequency plots of a composite signal consisting of three
tones of frequencies 1, 2.5 and 4.1 kHz, all having an RMS amplitude of 2 V. Of course, the

peak amplitude of each sinusoid in the multitone is simply\/f %2 or 2.82 V, so we could just as
easily plot these values as peak amplitudes rather than RMS. This book will consistently display
frequency-domain plots using RMS amplitudes.

v y A

5V A oy L 1kHz 25kHz 4 kHz

- P P,
P

S5V L

Figure 4.5. Time-domain and frequency-domain views of a three-tone multitone

The AWG produces its output signal by passing the output of a DAC through a low-pass anti-
imaging filter. Due to its frequency behavior, the filter will not have a perfectly flat magnitude
response. The DAC may also introduce frequency-dependent errors. Thus the amplitudes of the
individual tones may be offset from their desired levels. We can therefore ‘model this AWG
multitone situation as illustrated in Figure 4.6. The model consists of an ideal source connected
in cascade with a linear block whose gain or magnitude response is described by G(f), where fis
the frequency expressed in Hz. To correct for the gain change with frequency, the amplitude of
each tone from the AWG is measured individually using a high-accuracy AC voltmeter. The
ratio between the actual output and the requested output corresponds to G(f) at that frequency.
This gain can then be stored as a calibration factor that can subsequently be retrieved to correct
the amplitude error at that frequency. The calibration process is repeated for each tone in the
multitone signal. The composite signal can then be generated with corrected amplitudes by
dividing the previous requested amplitude at each frequency by the corresponding AWG gain
calibration factor. Because the calibration process equalizes the amplitudes of each tone, the
process is called multitone leveling.

As testers continue to evolve and improve, it may become increasingly unnecessary for the
test engineer to perform focused calibrations of the tester instruments. Focused calibrations were
once necessary on almost all tests in a test program. Today, they can sometimes be omitted with
little degradation in accuracy. Nevertheless, the test engineer must evaluate the need for focused

N
I/

VSOURCE O vsource

—
Actual — Ideal
AawG \ ™ - AWG @

Figure 4.6. Modeling an AWG as a cascaded combination of an ideal source and frequency-dependent
gain block.
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calibrations on each test. Even if calibrations become unnecessary in the future, the test engineer
should still understand the methodology so that test programs on older equipment can be
comprehended.

Calibration of circuits on the DIB, on the other hand, will probably always be required. The
tester vendor has no way to predict what kind of buffer amplifiers and other circuits will be
placed on the DIB board. The tester operating system will never be able to provide automatic
calibration of these circuits. The test engineer is fully responsible for understanding the
calibration requirements of all DIB circuits.

Example 42

A multitone signal consisting of three tones at 1.0, 2.5, and 4.1 kHz is desired from an AWG.
Each tone should have exact RMS amplitude of 2.0 V, corresponding to a peak amplitude

ofv2x2.0 V. This multitone should have 0 DC offset. Using Eq. (4.8), a three-tone signal is

mathematically created with parameters 4p=0, 4; = 4, = 4;= ~/§x2 ,fi= 1 kHz, fo=2.5 kHz,
f3=4.1 kHz and is written as

)= 242 sin (271 KHzx 1)+ 2J2 sin (2% 2.5 kHzxt) +2v/2 sin (2 x4.1 kHzxt)

Sequentially, beginning with the lowest-frequency tone and progressing up in frequency, each
tone is loaded into the AWG and the sine wave is passed from the AWG into a high-accuracy
AC RMS voltmeter. For each tone, the voltmeter reads: 1.980, 2.023 and 1.950 V. Compute the
calibration factors and provide a formula that describes the modified three-tone signal.

Solution:

Three calibration factors are calculated as the ratio of the measured signal to the desired signal

cal, =G(1kHz) = L0 0.99 V/V
20V
cal, =G(2.5 kHz) = AL 1.012 V/V
20V
cal, = G(4.1kHz) = 2220 Y. 0 975 v/v

20V

As long as the AWG is linear, it should be possible to get exactly 2.0 V at each tone by asking
for 2.0 V divided by the appropriate calibration factor. The three-tone signal is thus created
using the equation

(1) =¥sin(2nxl kHzxt)+¥sin(2n'x2.5 kHzxt)+—2#sin(2n'><4.l kHzxt

cal, cal, cal,

This waveform is loaded into the AWG and the three-tone signal is produced with equal levels of
2.0 V RMS per tone.

—
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4.2.6 Focused DIB Circuit Calibrations

Often circuits are added to a DIB board to improve the accuracy of a particular test or to buffer
the weak output of a device before sending it to the tester electronics. As the signal-conditioning
DIB circuitry is added in cascade with the test instrument, a model of the test setup is identical to
that given in Figure 4.2(a). The only difference is that functional block v, ... = f(Vour)
includes both the meter and the DIB’s behavior. As a result, the focused instrument calibrations
of Section 4.2.3 can be used with no modifications. Conversely, the meter may already have
been calibrated so that the functional block f{-) covers the DIB circuitry only. One must keep
track of the extent of the calibration to avoid any double counting.

Example 4.3

The op amp in Figure 4.7 has been added to a DIB board to buffer an output of a DUT. The
buffer will be used to condition the DC signal from the DUT before sending it to a calibrated DC
voltmeter resident in the tester. If the output is not buffered, then we may find that the DUT
breaks into oscillations as a result of the stray capacitance arising along the lengthy signal path
leading from the DUT to the tester. The buffer prevents these oscillations by substantially
reducing stray capacitance at the DUT output. In order to perform an accurate measurement, the
behavior of the buffer must be accounted for. Outline the steps to perform a focused DC
calibration on the op amp buffer stage.

Solution:

To perform a DC calibration of the output buffer amplifier it is necessary to assume a model for
the op amp buffer stage. It is reasonable to assume that the buffer is fairly linear over a wide
range of signal levels, so that the following linear model can be used

vmm.mrd

= Gvpyr +0ffset

Subsequently, following the same procedure as outlined in Section 4.2.3, a pair of known
voltages are applied to the input of the buffer from source SRCI via the relay connection and the
output of the buffer is measured with a voltmeter. This temporary connection is called a
calibration path. As an example, let SRC1 force 2 V and assume that an output voltage of
2.023 V is measured using the voltmeter. Next the input is dropped to 1 V, resulting in an output

! DUT ; Tester 1kQ

E i Capacitive

' 'VOUT meter cable

; , f w— o
R =1
E : Buffer am Vo
brececceceeeeeect | SRCH P Meter \L./

Vsrci

Figure 4.7. DC calibration for op amp buffer circuit.
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voltage of 1.012 V. Using Eg. (4.5), we find the buffer has gain given by el

_2.023Vv-1.012V

=1.011 V/V
2V-1V ‘ :
and the offset is found from Eq. (4.6) to be s L‘

1.012V-2V-2.023 VX1V
2V-1v

offset = 1 mV

Hence, the DUT output vpyr and the voltmeter value Vmeqoreq are related according to

=1.011 V/Vxvp,, +0.001V

v,

measured

The goal of the focused DC calibration procedure is to find an expression that relates the DUT
output in terms of the measured value. Hence, by rearranging the expression and replacing
Vealibratea fOT vpur, We obtain

~-0.001V

v,

— __measured

Vealibrated = 1.011 V/V

For example, if the voltmeter reads 1.732 V, the actual voltage appearing at its ‘terminals is
actually

,  _l732v-0001V

. = =1.712V
calibrated 1'011 V N

If the original uncalibrated answer had been used, there would have been a 20-mV error! This
example shows why focused DUT calibrations are so important to accurate measurements.

e ——————————————————

When buffer amplifiers are used to assist the measurement of AC signals, a similar calibration
process must be performed on each frequency that is to be measured. Like the AWG calibration
example, the buffer amplifier also has a nonideal frequency response and will affect the reading
of the meter. Its gain variation, together with the meter’s frequency response, must be measured
at each frequency used in the test during a calibration run of the test program. Assuming that the
meter has already been calibrated, the frequency response behavior of the DIB circuitry must be
correctly accounted for. This is achieved by measuring the gain in the DIB’s signal path at each
specific test frequency. Once found, it is stored as a calibration factor. If additional circuits such
as filters, ADCs, etc., are added on the DIB board and used under multiple configurations, then
each unique signal path must be individually calibrated. Chapter 10, “Focused Calibrations,” will
address these and other issues in greater depth.

4.2.7 DIB Checkers

In addition to focused DIB calibrations, the test program should also include DIB checkers to
verify the basic operation of as many DIB circuits and signal paths as possible. DIB failures can
be a major source of downtime on a production floor unless thorough checkers are available to
quickly diagnose DIB hardware failures. The first run of the test program should not only
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calibrate the DIB circuits, but it should also perform a go/no-go test on as many of the DIB board
components and signal paths as is possible. It is seldom possible to pass signals through every
possible relay and every possible trace on the DIB board. However, every path and every
component that can be tested with checker code should be verified.

A good example of a circuit in which a checker is useful is a relay path. While the gain
through a relay seldom requires focused calibration, relays can become defective with age. They
can also be welded shut by high currents or they can become stuck in the open state. The DIB
checker code should verify that each accessible relay can be opened and then closed. The easiest
way to do this is to apply a 1 V / -1 V voltage pair at the input to the relay and look for a 2-V
swing at its output while the relay is closed. To verify the relay can be opened, the program
should look for little or no output swing with the 1 V /-1 V input.

Exercises

4.7. A DC source is assumed characterized by a third-order equation of the form
Vieasurep = 0-005 + Vorocroan - 0003 Vorogranzo 2nd is Tequired to generate a DC level

of 2.6 V. However, when programmed to produce this level, only 2.552 V is measured. Using
iteration, determine a value of the programmed source voltage that will establish a measured
voltage of 2.6 V to within a + 1 mV accuracy.

Ans. 2.651 V.

-1 ‘
2
4.8. An AWG has a gain response described by [ 1+(-%)3) ) and is to generate three

tones at frequencies of 1, 2, and 3 kHz. What are the calibration factors?

Ans. 0.707, 0.447, and 0.316.

4.2.8 Tester Specifications

The test engineer should exercise diligence when evaluating tester instrument specifications.
It can be difficult to determine whether or not a particular tester instrument is capable of making
a particular measurement with an acceptable level of accuracy. The tester specifications usually
do not include the effects of uncertainty caused by instrument repeatability limitations. All the
specification conditions must be examined carefully. Consider the following DC meter example.

A DC meter consisting of an analog-to-digital converter and a programmable gain amplifier
(PGA) is shown in Figure 4.8. The programmable gain stage is used to set the range of the meter
so that it can measure small signals as well as large ones. Small signals are measured with the
highest gain setting of the PGA, while large signals are measured with the lowest gain setting.
This ranging process effectively changes the resolution of the ADC so that its quantization error
is minimized.

Calibration software in the tester compensates for the different PGA gain settings so that the
digital output of the meter’s ADC can be converted into an accurate voltage reading. The
calibration software also compensates for linearity errors in the ADC and offsets in the PGA and



104 An Introduction to Mixed-Signal IC Test and Measurement
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Figure 4.8. Simplified DC voltmeter with input ranging amplifier.

ADC. Fortunately, the test engineer does not have to worry about these calibrations because
they happen automatically.

Table 4.1 shows an example of a specification for a fictitious DC meter, the DVM100. This
meter has five different input ranges, which can be programmed in software. The different ranges
allow small voltages to be measured with greater accuracy than large voltages. The accuracy is
specified as a percentage of the measured value, but there is an accuracy limit of 1 mV for the
lower ranges and 2.5 mV for the higher ranges. ‘

This accuracy specification probably assumes that the measurement is made 100 or more
times and averaged. For a single nonaveraged measurement, there may also be a repeatability
error to consider. It is not clear from the table above what assumptions are made about
averaging. The test engineer should make sure that all assumptions are understood before
relying on the accuracy numbers.

Table 4.1. DVM100 DC Voltmeter Specifications

Range Resolution Accuracy (% of Measurement)
.5V 15.25uV +0.05 % or 1 mV (whichever is greater)
1V 30.5 uv +0.05 % or 1 mV
2V 61.0 uv . +0.05 % or 1 mV
BV : 152.5uV o +0.10 % or 2.5 mV
10V 305.2 mV £0.10 % or 2.5 mV

Note: All specs apply with the measurement filter enabled.
—
e —————
Example 4.4

A DUT output is expected to be 100 mV. Our fictitious DC voltmeter, the DVMI100, is set to the
0.5 V range to achieve the optimum resolution and accuracy. The reading from the meter (with
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the meter’s input filter enabled) is 102.3 mV. Calculate the accuracy of this reading (excluding
possible repeatability errors). What range of outputs could actually exist at the DUT output with
this reading?

Solution:

The measurement error would be equal to £0.05% of 100 mV, or 50 1V, but the specification
has a lower limit of 1 mV. The accuracy is therefore £1 mV. Based on the single reading of
102.3 mV, the actual voltage at the DUT output could be anywhere between 101.3 and
103.3 mV.

Exercises

4.9. A voltmeter is specified to have an accuracy of +1% of programmed range. If a DC
signal is measured on a +1 V range, what are the minimum and maximum DC levels that
might have been present at the meter’s input during this measurement?

Ans. 0.5 V10 mV (i.e., the input could lie anywhere between 490 and 510 mV).

In addition to the ranging hardware, the meter also has a low-pass filter in series with its
input. The filter can be bypassed or enabled, depending on the measurement requirements.
Repeatability is enhanced when the low-pass filter is enabled, since the filter reduces electrical
noise in the input signal. Without this filter the accuracy would be degraded by nonrepeatability.
The filter undoubtedly adds settling time to the measurement, since all low-pass filters require
time to stabilize to a final DC value. The test engineer must often choose between slow,
repeatable measurements and fast measurements with less repeatability.

It may be possible to empirically determine through experimentation that this DC voltmeter
has adequate resolution and accuracy to make a DC offset measurement with less than 100 uV of
error.  Since this level of accuracy is far better than the instrument’s £1 mV specifications,
though, the instrument should probably not be trusted to make such a measurement in
production. The accuracy might hold up for 100 days and then drift toward the specification
limits of 1 mV on day 101.

Another possible scenario is that multiple testers may be used that do not all have 100-uV
performance. Tester companies are often conservative in their published specifications, meaning
that the instruments are often better than their specified accuracy limits. This is not a license to
use the instruments to more demanding specifications. It is much safer to use the specifications
as printed, since the vendor will not take any responsibility for use of instruments beyond their
official specifications.

Sometimes the engineer may have to design front-end circuitry such as PGAs and filters onto
the DIB board itself. The DIB circuits might be needed if the front-end circuitry of the meter is
inadequate for a high-accuracy measurement. Front-end circuits may also be added if the signal
from the DUT cannot be delivered cleanly through the signal paths to the tester instruments.
Very high-impedance DUT signals might be susceptible to externally coupled noise, for
example. Such signals might benefit from local buffering and amplification before passing to
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the tester instrument. The test engineer must calibrate any such buffering or filtering circuits
using a focused DIB calibration.

4.3 DEALING WITH MEASUREMENT ERROR

4.3.1 Filtering

Analog filters are often used in tester hardware to remove unwanted signal components before
measurement. A DC voltmeter may include a low-pass filter as part of its front end. The
purpose of the filter is to remove all but the lowest-frequency components. It acts as a hardware
averaging circuit to improve the repeatability of the measurement. More effective filtering is
achieved using a filter with a low cutoff frequency, since a lower cutoff frequency excludes more
electrical noise. Consequently, a lower frequency cutoff corresponds to better repeatability in
the final measurement.

Unfortunately, it takes longer to measure a series of DC voltages with a low-pass filter in the
signal path. Since the filter has a settling time that is inversely proportional to the cutoff
frequency, though, a lower cutoff frequency adds extra test time while the filter settles to a stable
DC level. Thus, there is an inherent tradeoff between repeatability and test time. The following
two examples will quantify this tradeofT for a first-order system.

—
Example 4.5

The simple RC low-pass circuit shown in Figure 4.9 is used to filter the output of a DUT
containing a noisy DC signal. For a particular measurement, the signal component is assumed to
change from 0 to 1 V, instantaneously. How long does it take the filter to settle to within 1% of
its final value? By what factor does the settling time increase when the filter’s 3-dB bandwidth is
decreased by a factor of 10?

v
Figure 4.9. RC low-pass filter.

Solution:

From the theory of first-order networks, the step response of the circuit starting from rest (i.e.,
vy =0) in Figure 4.9 is

vo(t) = S(l —e_t/r) (4.9)
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where S = 1 V is the magnitude of the step and 7= RC = 10 s. Moreover, the 3-dB bandwidth
@, (expressed in rad/s) of a first-order network is 1/RC, so we can rewrite the above expression

as
—wbt
Vo(f)=S|1-e (4.10)
Clearly, the time ¢ = ¢ the output reaches an arbitrary output level of ¥ is then
S-V,
In| —2 {4.11)
S
o= r—
)

Further, we recognize that (S -V, )/ S is the settling error £or the accuracy of the measurement,
so we can rewrite Eq. (4.11) as

(4.12)

Hence, the time it takes to reach within 1% of 1 V, or 0.99 V, is

o I
tg =—ln—(00—)=4.6ms .
/o>

Since settling time and 3-dB bandwidth are inversely related according to Eq. (4.12), a tenfold
decrease in bandwidth leads to a tenfold increase in settling time. Specifically, the settling time
becomes 46 ms.

—
- e
Example 4.6

The simple RC low-pass circuit shown in Figure 4.9 is used to filter the output of a DUT
containing a noisy DC signal. If the noise voltage has a constant spectral density of 7 V¥/Hz,
what is the RMS noise voltage that appears at the output of the filter? If the filter bandwidth
decreases by a factor of 10, by what factor does the output noise voltage decrease?

Solution:

To answer this question we must rely on our knowledge of noise and linear system theory. We
shall make use of frequency-domain techniques. While periodic signals have power at distinct
frequency locations (see, for example, Figure 4.5), noise signals have their power spread out over
the entire frequency spectrum. As such, noise signals are characterized by a noise spectral
density function, which we shall denote as S(f). It represents the average power over a 1-Hz
bandwidth centered at each frequency, f. To simplify our discussion, S(/) will have units of
volts-squared/hertz or V¥Hz. It can also be expressed in terms of amps-squared/hertz or
watts/hertz. (Data sheets often specify noise using volts per root-hertz, which is simply the
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square Toot of the noise spectral density as we have defined it here.) The total mean-squared
value of the noise is obtained by integrating the spectral density over the entire frequency
spectrum. Thus the RMS value of the noise signal can also be obtained in the frequency domain
using the following relationship

Veus = | [SUNEf (413)

Now to get back to the question at hand, the noise that appears at the output of the filter is related
to the input noise voltage according to the following

Sn, (£)=Sn, (NG (4.14)

where Sp, (f) and Sn, (f) are the input and output noise voltage spectral densities,
respectively, and G(f) is the system input-output transfer function. Hence, the RMS value of the

output noise voltage V”o is
Vi = h’sno (Hdf (4.15)
0

or, once we substitute Eq. (4.14), we obtain

Vo =\/TSn,(f)|G(f)|2 a (4.16)
Since we are told

5o, (1)=1 = (@A7)

and that we can calculate the system transfer function for the RC low-pass filter to be

o(H=Le(f)e—b o] (4.18)

1)
b
where @ = 1/RC. We can then write Eq. (4.16) as

(4.19)
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Integrating and performing the square root, we obtain the RMS output noise voltage to be

1
Vo =519 Vv (4.20)

Here we clearly see that the output noise voltage depends on two factors: the level of the input
noise voltage spectral density and the filter’s 3-dB bandwidth expressed in rad/s. If the filter’s
bandwidth is decreased by a factor of 10, then a V10 reduction in output noise RMS voltage will
occur. We can also conclude that the repeatability will improve.

However, at this time we can not formally quantify the improvement until a mathematical
definition for repeatability is given. For now, we will offer without proof that the total variation
in measurement values is proportional to the level of noise. Thus, in the example above, we can
expect the variability of measurements to improve by a factor of J10. We shall offer a formal
analysis of the relationship between noise and repeatability in Chapter 15, “Data Analysis.”

In the preceding example, the concept of a noise spectral density was introduced and used to
characterize the noise at the input of the filter. Subsequently, it was used to determine the RMS
level of the noise at the output of the filter. Often the test engineer knows only the RMS noise
value from the output of the DUT, rather than the output noise spectral density. Interestingly
enough, using Eq. (4.20) we can work backwards and obtain an estimate of the spectral density
level 77 coming from the DUT

— (4.21)

where Vpyr is the DUT output noise (RMS volts) and apyr is the 3-dB bandwidth of the DUT.

Exercises

4.10. What is the 3-dB bandwidth of the RC circuit of Figure 4.9, expressed in Hertz, when
R=1kQand C=2.2nF?

Ans. 72.34 kHz.

4.11. How long does it take a first-order RC low-pass circuit with R =1 kQ and C = 2.2 nF to
settle to 5% of its final value?

Ans.. 6.6 us.
4.12. A noise signal having a spectral density of 10° V¥/Hz is applied to the RC circuit of
Figure 4.9 with R = 1 kQ and C = 2.2 nF. What is the RMS-level of the noise voltage that

appears at the output?

Ans. 10.7 mV RMS.
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Provided @), << apyr, it is reasonable to assume that the noise has a constant spectral density
over the frequencies of interest given by Eq. (4.21). Substituting Eq. (4.21) back into Eq. (4.20),
we can write

(4.22)

This expression clearly illustrates the noise reduction gained by filtering the output. The smaller
the ratio @), /apyr, the greater the noise reduction. Other types of filtering circuits can be placed
on the DIB board when needed. For example, a very narrow bandpass filter may be placed on
the DIB board to clean up noise components in a sine wave generated by the tester. The filter
allows a much more ideal sine wave to the input of the DUT than the tester would otherwise be

able to produce. ﬁ

Exercises

4.13. By what factor should the bandwidth of an RC low-pass filter be decreased in order to
reduce the variation in a DC measurement from 250 pV-RMS to 100 uV-RMS. By what
factor does the settling time increase.

Ans. The bandwidth should be decreased by 6.25 (=2.5%). Settling time increases by 2.5.

4.14. The variation in the output signal of a DUT is | mV RMS. Assume that the DUT’s
output follows a first-order frequency response and has a 3-dB bandwidth of 100 Hz.
Estimate the output noise voltage spectral density.

Ans. 6.37x 10° V¥Hz.

4.15. The variation in the output RMS signal of a DUT is 1 mV, but it needs to be reduced to
a level closer to 500 uV. What filter bandwidth is required to achieve this level of
repeatability? Assume that the DUT’s output follows a first-order frequency response and has
a 3-dB bandwidth of 1000 Hz

Ans.. 250 Hz.

4.16. A DUT output consisting of a noise component having a spectral density of 10 V2/Hz
is to be measured 100 times and the results averaged. What is RMS value of the noise
component in the final result?

Ans, 100 pV RMS.

4.17. The output of a DUT has an uncertainity of 10 mV. How many samples should be
combined in order to reduce the uncertainity to 100 pV?

Ans. 10,000.




Chapter 4 » Measurement Accuracy 111

4.3.2 Averaging

Averaging is a form of discrete-time filtering. Averaging can be used to improve the
repeatability of a measurement. For example, we can average the following series of nine
voltage measurements

101 mV, 103 mV, 102 mV, 101 mV, 102 mV, 103 mV, 103 mV, 101 mV, 102 mV

and obtain an average of 102 mV. There is a good chance that a second series of nine unique
measurements will again result in something close to 102 mV. If the length of the series is
increased, the answer will become more repeatable and reliable. But there is a point of
diminishing returns. To reduce the effect of noise on the voltage measurement by a factor of
two, one has to take four times as many readings and average them. At some point, it becomes
prohibitively expensive (i.e., from the point of view of test time) to improve repeatability.

To better understand the above statement, consider representing a sequence of numbers as
x(n), where n indicates the order at which the samples appear in the sequence. Further, let x(n)
consist of both signal and noise. Now, consider x(n) as input to a discrete-time system whose
output is the average value of x(n) and the N-1 previous input samples. Mathematically, we can
write the input-output relationship as

y(n) =-Ilv-[x(n)+x(n—-l)+~-~+x(n—N+1)]
=%’Z::x(n—k+l) | (4.23)

This system is called an N-point running averager and it can easily be shown that it has a
frequency response” for %2 < f <Y given by

%%J[cos(znfw—wz)—fsin(Mf(N-l)/Z)]

= sin(27er/2) e I (N-1)12
Nsin(27f/2)

G(f) =(
(4.24)

Technically, we are really only interested in the output after N samples; that is, the output is
downsampled or decimated by N
Yp(n)= y(nN) (4.25)

To introduce its effect on the system’s frequency response will only add more complication to an
otherwise sophisticated explanation. Nonetheless, regardless of when the output is obtained, one

" Theffrequency response is obtained by first evaluating the z-transform of Eq. (4.23) and then substituting
j2xft
z=e .
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would not expect the behavior of the noise to be influenced by the observation window. So we
shall work with the running average result only as the conclusions are the same.

If the noise component in the input signal has a constant spectral density of n V¥/Hz, the
output noise spectral density will then be given by Eq. (4.13). The RMS voltage that appears in
the output discrete-time signal is found from an expression very similar to the continuous-time
case given in Eq. (4.16). However, in this case the integration is performed from —% to % to
account for the periodicity of G(f) and because the sampling period is 1

Vr =\/ [ Sn, (DG @ (4.26)

-1/2

Substituting the appropriate relationships, we obtain

. 2
- ,,“f Sln.(27l'fN/2) ]e_jz,f(N_,),z dr @27
0 2| Nsin(27zf/2)
Finally, solving the integration and taking the square root, we obtain
V, =JL v (4.28)

o N

If we denote the noise from the DUT before averaging as Vpyr, it is casy to show that ¥, = \/ﬁ .

This can be seen directly from Eq. (4.28) when N = 1. However, with no averaging taking place,
V,,o =Vpur - Hence, we can write the final expression as

v, =You v (4.29)

o JIN

Here we see the output noise voltage reduces the input noise before averaging by the factor

JN. Hence, to reduce the noise RMS voltage by a factor of two requires an increase in the
sequence length, N, by a factor of four.

AC measurements can also be averaged to improve repeatability. A series of sine wave signal
level measurements can be averaged to achieve better repeatability. However, one should not try
to average readings in decibels. If a series of measurements is exgzressed in decibels, they should
first be converted to linear form using the equation ¥ = 102 before applying averaging.
Normally, the voltage or gain measurements are available before they are converted to decibels
in the first place; so the conversion from dB to linear units or ratios is not necessary. Once the
average voltage level is calculated, it can be converted to decibels using the equation
dB=20log,,(V). To understand why we should not perform averaging on decibels, consider

the sequence 0, -20, -40 dBV. The average of these values is —20 dBV. However, the actual
voltages are 1 V, 100 mV, and 10 mV. Thus the correct average value is (1 V + 0.1 V
+0.01 V)/3=37mV, or-8.64 dBV.
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4.3.3 Guardbanding

Guardbanding is an important technique for dealing with the uncertainty of each measurement.
If a particular measurement is known to be accurate and repeatable with a worst-case uncertainty
of £¢, then the final test limits should be tightened from the data sheet specification limits by £to
make sure no bad devices are shipped to the customer. In other words

guardbanded upper test limit = upper specification limit - £

guardbanded lower test limit = lower specification limit + & (4.30)

So, for example, if the data sheet limit for the offset on a buffer output is =100 mV minimum,
100 mV maximum, and an uncertainty of +10 mV exists in the measurement, the test program
limits should be set to <90 mV minimum and 90 mV maximum. This way, if the device output is
101 mV and the error in its measurement is —10 mV, the resulting reading of 91 mV will cause a
failure as required. Of course, a reading of 91 mV may also represent a device with an 81-mV
output and a +10 mV measurement error.

In such cases, guardbanding has the unfortunate effect of disqualifying good devices. Ideally,
we would like all guardbands to be set to 0 so that no good devices will be discarded. To
minimize the guardbands we must improve the repeatability and accuracy of each test, but this
typically requires longer test times. There is a balance to be struck between repeatability and the
number of good devices rejected. At some point, the added test time cost of a more repeatable
measurement outweighs the cost of discarding a few good devices. :

%
S — — ™ e ]

Example 4.7

Table 4.2 lists a set of output values from a DUT together with their measured values. It is
assumed that the upper test limit is 100 mV and the measurement uncertainty is 6 mV. How
many good devices are rejected because of the measurement error? How many good devices are
rejected if the measurement uncertainty is increased to £10 mV?

Table 4.2. DUT Output and Measured Values

DUT OQutput Measured Value
105 mV 101 mV
101 mV : 107 mV
98 mV 102 mV
9%mvV 95 mV
86 mV : 92 mV
72 mV | 78 mV
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Solution:

From the DUT output column on the left, four devices are below the upper test limit of 100 mV
and should be accepted. The other two should be rejected. Now with a measurement uncertainty
of £6 mV, according to Eq. (4.30) the guardbanded upper test limit is 94 mV. With the revised
test limit, only two devices are acceptable. The others are all rejected. Hence, two otherwise
good devices are disqualified.

If the measurement uncertainty increases to +10 mV, then the guardbanded upper test limit
becomes 90 mV.  Five devices are rejected and only one is accepted. Consequently, three
otherwise good devices are disqualified.

— — —

Exercises

4.18. A device is expected to exhibit a worst-case offset voltage of +50 mV and is to be
measured using a voltmeter having an accuracy of only +5 mV. Where should the
guardbanded test limits be set?

Ans. 245 mV.

4.19. The guardband of a particular measurement is 10 mV and the test limit is set to
+25 mV. What are the original device specification limits?

Ans. +£35mV,

4.20. The following lists a set of output voltage values from a group of DUTs together with
their measured values: {(2.3, 2.1), (2.1, 1.6), (2.2, 2.1), (1.9, 1.6), (1.8, 1.7), (1.7, 2.1),
(1.5, 2.0)}. If the upper test limit is 2.0 V and the measurement uncertainty is +0.5 V, how
many good devices are rejected due to the measurement error?

Ans. Four devices (all good devices are rejected by the 1.5-V guardbanded upper test limit).

4.4 Basic DATA ANALYSIS

4.4.1 Datalogs

A datalog is a concise listing of the test results generated by a test program. Datalogs are the
primary means by which test engineers evaluate the quality of a device as it is tested. The format
of a datalog typically includes a test category, test description, upper and lower test limits, and a
measured result. The exact format of datalogs varies from one tester type to another, but they all
convey similar information.

A short datalog from a Teradyne A580 tester is listed in Figure 4.10. Each line of the datalog
contains a shorthand description of the test. For example, “DAC Gain Error” is the name given
to test number 5000. The gain error is part of the S_VDAC_SNR test group and is executed
during a test routine called T_VDAC_SNR. The upper and lower limits for the test are also
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listed. Using test number 5000 as an example, the lower limit of DAC Gain Error is —1.00 dB,
the upper limit is +1.00 dB, and the measured value for this DUT is —-0.13 dB.

The datalog lists an easily recognizable fail flag for values that fall outside the specified test
limits. Test 7004 shows a test failure in which the measurement reads 1.23 LSBs (least
significant bits). The upper limit is 0.9 LSBs, so this test fails. Because the device is not a good
one, it is categorized into Bin 10 in this example. Bin 1 usually represents a good device, while
other bins usually represent various categories of failure.

Sometimes multiple good bins are defined, allowing devices to be graded into several passing
categories. For instance, a microprocessor may fail full speed digital pattern testing at 750 MHz,
but may operate perfectly well at 500 MHz. In such a case, the 500-MHz processor might be
graded into Bin 2 and sold at a lower price while higher-grade 750-MHz processors are graded
into Bin 1 and sold at a premium.

Sequencer: S_continuity

1000 Neg PPMU Cont Failing Pins: ©
Sequencer: S_VDAC_SNR
5000 DAC Gain Error T_VDAC_SNR -1.00 dB < -0.13 dB
5001 DAC S/2nd T VDAC_SNR 60.0 dB <= 63.4 dB
5002 DAC S/3rd T_VDAC_SNR 60.0 dB <= 63.6 dB
5003 DAC S/THD T _VDAC_SNR 60.00 dB <= 60.48 dB
5004 DAC S/N T VDAC_SNR 55.0 dB <= 70.8 dB
5005 DAC S/N+THD T_VDAC_SNR 55.0 dB <= 60.1 dB
Sequencer: S_UDAC_SNR
6000 DAC Gain Error T_UDAC_SNR -1.00 dB < -0.10 dB
6001 DAC S/2nd T _UDAC_SNR 60.0 dB <= 86.2 dB
6002 DAC S/3rd T UDAC_SNR 60.0 dB <= 63.5 dB
6003 DAC S/THD T_UDAC_SNR 60.00 dB <= 63.43 dB
6004 DAC S/N T UDAC_SNR 55.0 dB <= 61.3 dB
6005 DAC S/N+THD T UDAC_SNR 55.0 dB <= 59.2 dB
Sequencer: S_UDAC Linearity
7000 DAC POS ERR T_UDAC_Lin -100.0 mV < 7.2 mV < 100.0 mv
7001 DAC NEG ERR T_UDAC_Lin -100.0 mV < 3.4 mv < 100.0 mv
7002 DAC POS INL T _UDAC_Lin -0.90 1sb < 0.84 1sb < 0.90 1sb
7003 DAC NEG INL T_UDAC_Lin -0.90 1lsb < -0.84 1sb < 0.90 1sb
7004 DAC POS DNL T_UDAC_Lin -0.90 1sb < 1.23 1sb (F) < 0.90 1sb
7005 DAC NEG DNL T_UDAC_Lin -0.90 1sb < -0.83 1sb < 0.90 1sb
7006 DAC LSB SIZE T_UDAC_Lin 0.00 mV < 1.95 mV < 100.00 mv
7007 DAC Offset V T _UDAC_Lin -100.0 mV < 0.0 mv < 100.0 mVv
7008 Max Code Width T UDAC_Lin 0.00 1sb < 1.23 1sb < 1.50 1sb
7009 Min Code Width T_UDAC_Lin 0.00 1lsb < 0.17 1sb < 1.50 1sb
Bin: 10

Figure 4.10. Example datalog from a Teradyne A580 tester.

44.2 Histograms

When a test program is executed multiple times on a single DUT, it is common to get multiple
answers due to imperfect repeatability. If we repeatedly execute the test program corresponding
to Figure 4.10 and display only the results from test 5000, the DAC Gain Error test may show
slight repeatability errors:

§000 DAC Gain Error T_VDAC SNR -1.000 dB < °0.127 dB < 1.000 dB
5000 DAC Gain Exror T_VDAC_SNR :1.000 dB < 0.129 dB < 1.000 dB
5000 DAC Gain Error T_VDAC_SNR -1.000 dB < 0.125 dB < 1.000 dB
5000 DAC Gain Error T_VDAC_SNR 1.000 dB <« 0.131 dB < 1.000 dB
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5000 DAC Gain Error T_VDAC_SNR -1.000 dB < -0.129 dB < 1.000 dB
5000 DAC Gain Error T_VDAC_SNR -1.000 dB < -0.128 dB < 1.000 dB
5000 DAC Gain Error T_VDAC_SNR -1.000 dB < -0.132 dB < 1.000 dB
5000 DAC Gain Error T_VDAC_SNR -1.000 dB < -0.130 dB < 1.000 dB
5000 DAC Gain Error T_VDAC_SNR -1.000 dB < -0.134 dB < 1.000 dB

dB < -0.131 dB < 1.000 dB

§000 DAC Gain Error T _VDAC_SNR. -1.000

Notice that the resolution of the datalog output has been increased to three digits after the
decimal point in this second example. The printout resolution is specified in the test program.
The extra resolution in this second example allows the variations in the results to be more easily
seen. Otherwise, all the results above would have been rounded off to —0.13 dB. It is important
to note that there may be a difference between datalog output resolution and the resolution of the
value as it is compared against test limits. Testers generally use the full resolution of the
measurement when comparing DUT performance against the specification limits. Only the
datalog output values are rounded, not the actual measured values.

We can view the repeatability of a group of readings using a tool called a histogram. A
histogram for the repeatability example above is shown in Figure 4.11. It shows both numerical
results and a plot of the distribution of measured values. The distribution plot is a convenient
graphical way to understand the repeatability of the measurement. Ideally, the distribution
should be closely packed, as the example in Figure 4.11 shows. However, if the measurement
repeatability is poor the histogram spreads out into a larger range of values.

This histogram output also displays a number of useful values. The population size is listed
next to the heading “Total Results =”. It indicates how many times the measurement was
repeated on the same device. Histograms are also used to look at distributions of measurements
over many DUTs to determine how much variability there is from one device to another. In the
case of multiple DUTs, the total results would be the number of DUTs tested.

The larger the population of results, the more trustworthy a histogram becomes. A histogram
with less than 50 results is statistically questionable because of the limited sample size. Ideally
a histogram should contain results from at least 100 devices (or 100 test executions on a single
device in the case of repeatability studies).

Another useful item in the histogram is the population statistics. The mean u and standard
deviation o are the most important of these. The mean, or average, represents the most probable
value of a measured variable. The best approximation will be made when the number of
readings N of the same quantity is very large. The mean value is defined as !

M= %‘Z x(n) 4.31)

For the DAC Gain Error example shown in Figure 4.11, the mean value from 110 measurements
is -0.1300 dB. The standard deviation is a measure of the dispersion or uncertainty of the
measured quantity about the mean value, . If the values tend to be concentrated near the mean,
the standard deviation is small, while if the values tend to be distributed far from the mean, the
standard deviation is large. Standard deviation is defined as

3 [xtm) - uf (432)

1
o=, |—
Nn:l
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Test No Test Function Name Test Label Units

5000 T_WDAC_SNR DAC Gain Error dB

Lower Test Limit= -1d8  Upper Test Limit= 1dB

— DISTRIBUTION STATISTICS -

Lower Pop Limit= -Infinity Upper Pop Limit= +Infinity

Total Results= 110 Results Accepted= 110

Underf1ows= 0 Overflows= 0

Mean= -0.13003d8  Std Deviation= 0.00292899

Mean — 3 Sigma= -0.13882dB8  Mean + 3 Sigma= -0.12125dB

Minimum Value= ~0.13594dB  Maximum Value= —0.12473dB

— PLOT STATISTICS -

Lower Plot Limit= —0.14dB  Upper Plot Limit= -0.12dB

Cells= 15 Cell Width= 0.0013333dB

Full scale Percent= 16.36% Full Scale Count= 18
16.364
14.727 4
13.091 4
P11.455 -
® 9.818
¢ 8.182 4
ﬁ 6.545
t 4.909
3.273 4
1.636 4

0.000 “p—7— — ' I —

~0.140 -0.137 -0.135 -0.132 =0.129 -0.127 ~0.124 =0.121
-0.139 -0.136 -0.133 -0.131 -0.128 -0.125 -0.123 -0.120
dB

Figure 4.11. Histogram of the DAC gain error test.

Standard deviation and mean are expressed in identical units. In our DAC example, the standard
deviation was found to be 0.0029 dB. Notice that we have broken the previously stated rule that
we should not calculate averages (and standard deviations for that matter) using logarithmic units
such as the decibel. However, we are often able to take this statistical shortcut when all the
values are very near one another. The reason for this is that logarithmic curves are
approximately linear over a limited span of values. It would not be advisable to take such a
shortcut if the range of values covered a 20-dB span. We can still view histograms of
logarithmic values to get a general idea of the mean and standard deviation, but we should
remember that these values are not entirely accurate. To be perfectly correct we would need to
convert the logarithmic values into linear units such as V/V before reading the mean and
standard deviation from a histogram.

The histogram in Figure 4.11 exhibits a common feature for analog and mixed-signal
measurements. The distribution of values has a shape similar to a bell. The bell curve (also
called a normal distribution or Gaussian distribution) is a common one in the study of statistics.
According to the central limit theorem,® any summation of a large number (N > 30) of
statistically independent random variables converges toward a Gaussian distribution. The
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Gaussian _
(normal)

distribution .

curve 7 _\

-0.145 -0.140 -0.135 -0.130 -0.125 -0.120 -0.115

Figure 4.12. Continuous normal (Gaussian) distribution for the DAC gain example.

variations in a typical mixed-signal measurement are caused by a summation of many different
sources of noise and crosstalk in both the device and the tester instruments. As a result, many
mixed-signal measurements exhibit the familiar Gaussian distribution.

For the DAC Gain Error example, Figure 4.12 illustrates the results using a smooth curve
through all the measured points. As is evident, the graph has a bell shape, quite: similar to a
Gaussian distribution. In theory, a Gaussian distribution extends to infinity. In other words, if
you are willing to wait billions of years you should eventually see an answer of +200 dB in the
DAC gain example. In reality, measurements are only near-Gaussian. As a result, the answer in
the example will probably never stray more than a few tenths of a dB away from —0.13 dB.

Although the real world only approximates the ideal Gaussian distribution, the comparison is
close enough to allow some general statements. First, the standard deviation of a Gaussian
distribution is roughly equal to one sixth of the total variation from the minimum value to the
maximum value. In the distribution of Figure 4.12 the standard deviation is 0.0029 dB; so we
would expect to see values ranging from —0.139 to —0.121 dB. These values are displayed in the
sample histogram beside the labels “Mean —3 sigma” and “Mean +3 sigma.” The actual
minimum and maximum values are not as extreme, which indicates that this is not truly a
Gaussian distribution.

It is quite common to obtain distributions that are not Gaussian, though the distributions
should be more or less bell-shaped. Common deviations from the familiar bell shape are
bimodal distributions (Figure 4.13) and outliers (Figure 4.14). When looking for measurement
repeatability on a single DUT, these distributions are a warning sign that something is not
sufficiently repeatable. When looking for distributions of a parameter across many DUTs, non-
Gaussian plots may indicate a poor design or a fabrication process that needs to be fixed. They
may also indicate a test program that is yielding incorrect answers.

4.4.3 Noise, Test Time, and Yield

The yield of a given lot of material is defined as the ratio of the total good devices divided by the
total devices tested:
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1d= total good devices
total devices tested

x100% (4.33)

1f 10,000 parts are tested and only 7,000 devices pass all tests, then the yield on that lot of 10,000

devices is 70%. As explained in Section 4.3.3, there are inherent tradeoffs between repeatability,
test time, and production yield.

If a device is well designed and a particular measurement is sufficiently repeatable, then there
will be few failures on that measurement. But if the distribution of readings on a production lot
of devices is skewed so that it is close to one of the test limits, then production yields are likely
to fall. In other words, more good devices will fall beyond the guardband region and be

disqualified. Obviously, a measurement with poor accuracy or poor repeatability will just
exacerbate the problem. '

12.000
10. 800 -
9.600 -]
P 8.400
v 7.200
¢ 6.000 -
€ 4.800 -
? 3.600 -
2.400
1.200
0.000

1 I
—0.148 —0.145 =0.142 -0.139 -0.135 ~0.132 -0.129 -0.126

-0.147 ~0.144 ~-0.140 -0.137 -0.134 -0.131 -0.127 -0.124
dB

Figure 4.13. Bimodal distribution.
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In Section 4.3.1 it was shown that averaging or filtering a measurement can make it more
repeatable, with the unfortunate consequence of longer test time. On the other hand, centering
the design between test limits and making the design insensitive to process variations might
make it unnecessary to achieve such accuracy and repeatability. Test costs can be dramatically
reduced with well-centered designs with plenty of margin. Unfortunately, well-centered designs
with good margin are often power hungry or silicon area intensive. The test engineer and design
engineer should work together to achieve an optimum balance between low silicon overhead
with minimal power consumption and low test cost with minimum averaging. Only by working
as a team can these two engineering disciplines produce a cost-effective product that will
succeed in the marketplace.

4.5 SUMMARY

In this chapter we have introduced the concept of accuracy and repeatability and shown how
these concepts affect device quality and production test economics. We have examined many
contributing factors leading to inaccuracy and nonrepeatability. Using software calibrations, we
can eliminate or at least reduce many of the effects leading to measurement inaccuracy.
Measurement repeatability can be enhanced through averaging and filtering, at the expense of
added test time. The constant balancing act between adequate repeatability and minimum test
time represents a large portion of the test engineer’s workload. One of fundamental skills that
separates good test engineers from average test engineers is the ability to quickly identity and
correct problems with measurement accuracy and repeatability. Doing so while maintaining low
test times and high yields is the mark of a great test engineer.

In the next chapter, we will take a brief vacation from mathematical equations to examine the
measurement instrumentation and other architectural features common to many mixed-signal
ATE testers. We will study the various types of instruments such as waveform digitizers,
arbitrary waveform generators, digital pattern generators, and other mixed-signal ATE
instruments. It might seem that this fundamental topic should have been presented in an earlier
chapter. The subject has been delayed until Chapter 5 because many of the architectural features
of mixed-signal testers are easier to understand in the context of accuracy, repeatability, and their
combined effects on test time and production yield.

Exercises

4.21. A 5-mV signal is measured with a meter ten times, resulting in the following sequence
of readings: 7mV, 6 mV,9mV, 8§ mV,4mV, 7mV, 5mV, 7mV, 8 mV, 11 mV. What is
the mean value? What is the standard deviation?

Ans. 7.2 mV, 1.887 mV.

4.22. If 15,000 devices are tested with a yield of 63%, how many devices passed the test?

Ans. 9450 devices.
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Problems

4.1.

4.2.

4.3.

4.4.

4.5.

4.6.

4.7.

4.8.

4.9.

4.10.

A 55-mV signal is measured with a meter ten times resulting in the following sequence of
readings: 57 mV, 60 mV, 49 mV, 58 mV, 54 mV, 57 mV, 55 mV, 57 mV, 48 mV,
61 mV. What is the average measured value? What is the systematic error?

A DC voltmeter is rated at 14 bits of resolution and has a full-scale input range of +5 V.
Assuming the meter’s ADC is ideal, what is the maximum quantization error that we can
expect from the meter? What is the error as a percentage of the meter’s full-scale range?

A 100 mV signal is to measured with a worst-case error of 10 pV. A DC voltmeter is
set to a full-scale range of =1 V. Assuming that quantization error is the only source of
inaccuracy in this meter, how many bits of resolution would this meter need to have to
make the required measurement? If the meter in our tester only has 14 bits of resolution
but has binary-weighted range settings (i.e., 1 V, £500 mV, +250 mV, etc.) how would
we make this measurement?

A voltmeter is specified to have an accuracy error of +0.1% of full-scale range on a +1-V
scale. If the meter produces a reading of 0.323 V DC, what is the minimum and
maximum DC levels that might have been present at the meter’s input during this
measurement?

A meter reads —1.039 mV and 1.121 V when connected to two highly accurate reference
levels of -1 V and 1 V, respectively. What is the offset and gain of this meter? Write the
calibration equation for this meter.

A DC source is assumed characterized by a third-order equation of the form:
Viessurep = 0.004+V oo inien +0.001 Vooiorinien. —0.007 Vipooraaern. nd is required
to generate a DC level of 1.25 V. However, when programmed to produce this level, only

1.242 V is measured. Using iteration, determine a value of the programmed source
voltage that will establish a measured voltage of 1.25 V to within a + 0.5 mV accuracy.

An AWG has a gain response described by G(f)= S S and is to generate

(%)

three tones at frequencies of 1, 2, and 3 kHz. What are the gain calibration factors? What
voltage levels would we request if we wanted an output level of 500 mV RMS at each
frequency?

Several DC measurements are made on a signal path that contains a filter and a buffer
amplifier. At input levels of 1 and 3 V, the output was found to be 1.02 and 3.33 V,

respectively. Assuming linear behavior, what is the gain and offset of this filter-buffer
stage?

Using the setup and results of Problem 4.8, what is the calibrated level when a 2.13 V
level is measured at the filter-buffer output? What is the size of the uncalibrated error?

A simple RC low-pass circuit is constructed using a 1-kQ resistor and a 10-uF capacitor.
This RC circuit is used to filter the output of a DUT containing a noisy DC signal. If the
DUT’s noise voltage has a constant spectral density of 100 nV /+Hz , what is the RMS
noise voltage that appears at the output of the RC filter? If the we decrease the capacitor
value to 2.2 uF, what is the RMS noise voltage at the RC filter output?
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4.11. Assume that we want to allow the RC filter in Problem 4.10 to settle to within 0.2% of its

final value before making a DC measurement. How much settling time does the first RC
filter in Problem 4.10 require? Is the settling time of the second RC filter greater or less
than that of the first filter?

4.12. A DC meter collects a series of repeated offset measurements at the output of a DUT. A

first-order low-pass filter such as the one in Problem 4.10 is connected between the DUT
output and the meter input. A histogram is produced from the repeated measurements.
The histogram shows a Gaussian distribution with a 50-mV difference between the
maximum value and minimum value. It can be shown that the standard deviation, o, of
the histogram of a repeated series of identical DC measurements on one DUT is
proportional to the RMS noise at the meter’s input. Assume the difference between the
maximum and minimum measured values is roughly equal to 60. How much would we
need to reduce the cutoff frequency of the low-pass filter to reduce the nonrepeatability of
the measurements from 50 to 10 mV? What would this do to our test time, assuming the
test time is dominated by the settling time of the low-pass filter?

4.13. The DUT in Problem 4.12 can be sold for $1.25, assuming it passes all tests. If it does

not pass all tests, it cannot be sold at all. Assume that the more repeatable DC offset
measurement in Problem 4.12 results in a narrower guardband requirement, causing the
production yield to rise from 92% to 98%. Also assume that the cost of testing is known
to be 3.5 cents per second and that the more repeatable measurement adds 250 ms to the
test time. Does the extra yield obtained with the lower filter cutoff frequency justify the
extra cost of testing resulting from the filter’s longer settling time?
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CHAPTER

Tester Hardware

5.1 Mixep-SIiGNAL TESTER OVERVIEW

5.1.1 General-Purpose Testers versus Focused Bench Equipment

General-purpose mixed-signal testers must be capable of testing a variety of dissimilar devices.
On any given day, the same mixed-signal tester may be expected to test video palettes, cellular
telephone devices, data transceivers, and general-purpose ADCs and DACs. The test
requirements for these various devices are very different from one another. For example, the
cellular telephone base-band interface shown in Figure 1.2 may require a phase trajectory error
test or an error vector magnitude test. Dedicated bench instruments can be purchased that are
specifically designed to measure these application-specific parameters. It would be possible to
install one of these stand-alone boxes into the tester and communicate with it through an IEEE-
488 GPIB bus. However, if every type of DUT required two or three specialized pieces of bolt-
on hardware, the tester would soon resemble Frankenstein’s monster and would be prohibitively
expensive.

The mixed-signal production tester cannot be focused toward a specific type of device if it is
to handle a variety of DUTs. Instead of implementing tests like phase trajectory error and error
vector magnitude using a dedicated bench instrument, the tester must emulate this type of
equipment using a few general-purpose instruments. The instruments are combined with
software routines to simulate the operation of the dedicated bench instruments.

5.1.2 Generic Tester Architecture

Mixed-signal testers come in a variety of “flavors” from a variety of vendors. Unlike the
ubiquitous PC, testers are not at all standardized in architecture. Each ATE vendor adds special
features that they feel will give them a competitive advantage in the marketplace. Consequently,
mixed-signal testers from different vendors do not use a common software platform.
Furthermore, a test routine implemented on one type of tester is often difficult to translate to
another tester type because of subtle differences in the hardware tradeoffs designed into each
tester. Nevertheless, most mixed-signal testers share many common features. In this chapter, we
will examine these common features without delving too deeply into specific details for any
particular brand of tester.

Figure 5.1 shows a generic mixed-signal tester architecture. It includes system computers, DC

sources, DC meters, relay control lines, relay matrix lines, time measurement hardware, arbitrary
waveform generators, waveform digitizers, clocking and synchronization sources, and a digital
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subsystem for generating and evaluating digital patterns and signals. This chapter will briefly
examine the operation of each of these tester subsystems.
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Figure 5.1. Generic mixed-signal tester architecture.
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5.2 DC RESOURCES

5.2.1 General-Purpose Multimeters

Most testers incorporate a high-accuracy multimeter that is capable of making fast DC
measurements. A tester may also provide a slower, very high-accuracy voltmeter for more
demanding measurements such as those needed in focused calibrations. However, this slower
instrument may not be usable for production tests because of the longer measurement time. The
fast, general-purpose multimeter is used for most of the production tests requiring a nominal
level of accuracy.

A very simple DC voltmeter block diagram was presented in Figure 4.8. A more detailed DC
multimeter structure is shown in Figure 5.2. This meter can handle either single-ended or
differential inputs. Its architecture includes a high-impedance differential to single-ended
converter (instrumentation amplifier), a low-pass filter, a programmable gain amplifier (PGA)
for input ranging, a high-linearity ADC, integration hardware, and a sample-and-difference
stage. It also includes an input multiplexer stage to select one of several input signals for
measurement,

The instrumentation amplifier provides a high-impedance differential input. The high
impedance avoids potential DC offset errors caused by bias current leaking into the meter. For
single-ended measurements, the low end of the meter may be connected to ground through relays
in the input selection multiplexer. The multimeter can also be connected to any of the tester’s
general-purpose DC voltage sources to measure their output voltage. The meter can also
measure current flowing from any of the DC sources. This capability is very useful for
measuring power supply currents, impedances, leakage currents, and other common DC
parametric values. A PGA placed before the meter’'s ADC allows proper ranging of the
instrument to minimize the effects of the ADC’s quantization error (see Sections 4.1.4 and
4.2.8).

Input selection
multiplexer Sample and Low-pass
\ difference filter
Normal —+
inputs { —- PGA
Voltage / | | : >—/= - . ]
current .
sources e Differential to Range control
>~ single-ended o
converter
(instrumentation
amplifier)
Integrator
A . ADC Meter
result

Figure 5.2. General-purpose DC multimeter.
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The meter may also include a low-pass filter in its input path. The low-pass filter removes
high-frequency noise from the signal under test, improving the repeatability of DC
measurements. This filter can be enabled or bypassed using software commands. It may also
have a programmable cutoff frequency so that the test engineer can make tradeoffs between
measurement repeatability and test time (see Section 4.3.1). In addition, some meters may
include an integration stage, which acts as a form of hardware averaging circuit to improve
measurement repeatability.

Finally, a sample-and-difference stage is included in the front end of many ATE multimeters.
The sample-and-difference stage allows highly accurate measurements of small differences
between two large DC voltages. During the first phase of the measurement, a hardware sample-
and-hold circuit samples a voltage. This first reference voltage is then subtracted from a second
voltage (near the first voltage) using an amplifier-based subtractor. The difference between the
two voltages is then amplified and measured by the meter’s ADC, resulting in a high-resolution
measurement of the difference voltage. This process reduces the quantization error that would
otherwise result from a direct measurement of the large voltages using the meter’s higher voltage
ranges.

e

Example 5.1

A single-ended DC voltmeter has a resolution of 12 bits. It also features a sample-and-difference
front-end circuit. We wish to use this meter to measure the differential offset voltage of a DUT’s
output buffer. Each of the two outputs is specified to be within a range of 1.35V £ 10 mV, and
the differential offset is specified to be £5 mV. The meter input can be set to any of the
following ranges: 10 V, £1 V, 100 mV, £10 mV, and +1 mV. Assuming all components in
the meter are perfectly linear (with the exception of the meter’s quantization error), compare the
accuracy achieved using two simple DC measurements with the accuracy achieved using the
sample-and-difference circuit.

Solution:

The simplest way to measure offset using a single-ended DC voltmeter is to connect the meter to
the OUTP output, measure its voltage, connect the meter to the OUTN output, measure its
voltage, and subtract the second voltage from the first (see Example 3.4). Using this approach,
we have to set the meter’s input range to 10 V to accommodate the 1.35 V DUT output signals.

1(2°V)=¢2.44mv.

Thus each measurement may have a quantization error of as much as iE ST

Therefore, our total error might be as high as +4.88 mV, assuming the quantization error from
the first measurement is positive, while the quantization error from the second measurement is

negative. Since we have a specification limit of +5 mV, this will be an unacceptable test
method.

Using the sample-and-difference circuitry, we could range the meter input to the worst-case
difference between the two outputs, which is 5 mV, assuming a good device. The lowest meter
range that will accommodate a 5-mV signal is £10 mV. However, we also need to be able to
collect readings from bad devices for purposes of characterization. Therefore, we will choose a
range of +100 mV, giving us a compromise between accuracy and characterization flexibility.
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During the first phase of the sample-and-difference measurement, the voltage at the OUTN pin is
sampled onto a holding capacitor internal to the meter. Then the meter is connected to the QUTP
pin and the second phase of the measurement amplifies the difference between the OUTP voltage
and the sampled OUTN voltage. Since the meter is set to a range of +100 mV, a 100-mV
difference between OUTP and OUTN will produce a full-scale 10 V input to the meter’s ADC.
This serves to reduce the effects of the meter’s quantization error. The maximum error is given
1 ( 100 mV

by £—
Y 2 2%-1

which is well within the requirements of our measurement.

e ]

)=i12.2 HV. Again, our worst-case error is twice this amount, or 24.4 1V,

5.2.2 General-Purpose Voltage/Current Sources

Most testers include general-purpose DC voltage/current sources, commonly referred to as V//
sources or DC sources. These programmable power supplies are used to provide the DC
voltages and currents necessary to power up the DUT and stimulate its DC inputs. Many
general-purpose supplies can force either voltage or current, depending on the testing
requirements. On most testers, these supplies can be switched to multiple points on the DIB
board using the tester’s DC matrix (see Section 5.2.5). As mentioned in the previous section, the
system’s general-purpose meter can be connected to any DC source to measure its output voltage
or its output current.

Figure 5.3 shows a conceptual block diagram of a DC source having a differential Kelvin
connection. A differential Kelvin connection consists of four lines (high force, low force, high
sense, and low sense) for forcing highly accurate DC voltages. The Kelvin connection forms a
feedback loop that allows the DC source to force an accurate differential voltage through the
resistive wires between the source and DUT. Without the Kelvin connection, the small resistance
in the force line interconnections (Rrrace-y and Ryrsces) would cause a small IR voltage drop.
The voltage drop would be proportional to the current through the DUT load (Rr04p). The small
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i DAC . 9 N
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Figure 5.3. General-purpose DC source with Kelvin connections (conceptual diagram).
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IR voltage drop would result in errors in the voltage across the DUT load. The sense lines of a
Kelvin connection carry no current. Therefore, they are immune to errors caused by IR voltage
drops.

A sense line is provided on the high side of the DC source and also on the low side of the
source. The low-side sense line counteracts the parasitic resistance in the current return path.
Since most instruments are referenced to ground, the low sense lines for all the DC instruments
in a tester are often lumped into a single ground sense signal called DZ (device zero), DGS
(device ground sense), or some other vendor-specific nomenclature. This is one of the most
important signals in a mixed-signal tester, since it connects the DUT’s ground voltage back to
the tester’s instruments for use as the entire test system’s 0 V “golden zero reference.” If any
voltage errors are introduced into this ground reference signal relative to the DUT’s ground, all
the instruments will produce DC voltage offsets.

5.2.3 Precision Voltage References and User Supplies

Mixed-signal testers sometimes include high-accuracy, low-noise voltage references. These
voltage sources can be used in place of the general-purpose DC sources when the noise and
accuracy characteristics of the standard DC source are inadequate. One common example of a
precision voltage reference application is the voltage reference for a high-resolution ADC or
DAC. Any noise and DC error on the DC reference of an ADC or DAC translates directly into
gain error and increased noise, respectively, in the output of the converter. A precision voltage
reference is sometimes used to solve this problem.

Testers may also include nonprogrammable user power supplies with high output current
capability. These fixed supplies provide common power supply voltages (x5 V, £15 V, etc.) for
DIB circuits such as op amps and relay coils. This allows DIB circuits to operate from
inexpensive fixed power supplies having high current capability instead of tying up the tester’s
more expensive programmable DC sources.

5.2.4 Calibration Source

The mixed-signal tester’s calibration source was discussed in detail in Section 4.2. The purpose
of a calibration source is to provide traceability of standards back to a central agency such as the
National Institute of Standards and Technology (NIST). The calibration source must be
recalibrated on a periodic basis (six months is a common period). Often, the source is removed
from the tester and sent to a certified standards lab for recalibration. The old calibration source
is replaced by a freshly calibrated one so that the tester can continue to be used in production.
On some testers, the high-accuracy multimeter serves as the calibration source. Also, some
testers may have multiple instruments that serve as the calibration sources for various parameters
such as voltage or frequency. Clearly, this is a highly tester-specific topic. Calibration and
standards traceability is discussed in more detail in Chapter 10, “Focused Calibrations.”

5.2.5 Relay Matrices

A relay matrix is a bank of electromechanical relays that provides flexible interconnections
between many different tester instruments and the DUT. There may be several types of relay
matrix in a tester, but they all perform a similar task. At different points in a test program, a
particular DUT input may require a DC voltage, an AC waveform, or a connection to a
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DIB connections
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connections o Yoo o o] o]

Figure 5.4. Instrument relay matrix.

voltmeter. A relay matrix allows each instrument to be connected to a DUT pin at the
appropriate time.

A general-purpose 4 x 4 relay matrix is shown in Figure 5.4. General-purpose relay matrices
are used to connect and disconnect various circuit nodes on the DIB board. They have no
hardwired connections to tester instruments. Therefore, the purpose and functionality of a
general-purpose relay matrix depends on the test engineer’s DIB design. A more instrument-
specific matrix is shown in Figure 5.5. It allows flexible interconnections between specific tester
instruments and pins of the DUT through connections on the DIB board.

In addition to relay matrices, many other relays and signal paths are distributed throughout a
mixed-signal tester to allow flexibility in interconnections without adding unnecessary relays to
the DIB board. The exact architecture of relays, matrices, and signal paths varies widely from
one ATE vendor’s tester to the next. :
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Figure 5.5. General-purpose relay matix.
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5.2.6 Relay Control Lines

Despite the high degree of interconnection flexibility provided by the general-purpose relay
matrix and other instrument interconnect hardware, there are always cases where a local DIB
relay (placed near the DUT) is imperative. Usually the need for a local DIB relay is driven by
performance of the DUT. For example, there is no better way to get a low-noise ground signal to
the input of a DUT than to provide a local relay placed on the DIB directly between the DUT
input and the DUT’s local ground plane.

Certainly it is possible to feed the local ground through a DIB trace, through a remote relay
matrix, and back through another DIB trace, but this connection scheme invariably leads to poor
analog performance. The DIB traces are, after all, radio antennae. Many noise problems can be
traced to poor layout of ground connections between the DUT and its ground plane. Local DIB
relays minimize the radio antenna effect. Local DIB relays are also used to connect device
outputs to various passive loads and other DIB circuits.

The test program controls the local DIB relays, opening and closing them at the appropriate
time during each test. The relay coils are driven by the tester’s relay control lines. A relay
control line driver is shown in Figure 5.6. On some testers, the control line is capable of reading
back the state of the voltage on the control line through a readback comparator. The readback
comparator allows a low-cost method for determining the state of digital signal.
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Figure 5.6. Relay coil driver with flyback protection diodes.

Relay coils produce an inductive kickback when the current is suddenly changed between the
on and off states. The inductive kickback, or flyback as it is known, is induced according to the
inductance formula Wf) = L di /dt. Since high kickback voltages could potentially damage the
output circuits of the relay driver, its output circuits contain flyback protection diodes to shunt
the excess voltage to a DC source or to ground. Many test engineers also add flyback diodes
across the coils of the relay, as shown in Figure 5.6. The extra diode is probably redundant.
However, many engineers consider it good practice to add extra flyback diodes even though they
ake up quite a bit of DIB board space. To eliminate the board space issue, the test engineer can
choose slightly more expensive relays with built-in flyback diodes.
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5.3 DIGITAL SUBSYSTEM

5.3.1 Digital Vectors

A mixed-signal tester must test digital circuits as well as mixed-signal and analog circuits. The
mixed-signal and digital-only sections of the DUT are exercised using the tester’s digital
subsystem. The digital subsystem can present high, low, and high-impedance (HIZ) logic levels
to the DUT. It can also compare the outputs from the DUT against expected responses to
determine whether the digital logic of the DUT has been manufactured without defects. The
tester applies a sequence of drive data to the device and simultaneously compares outputs against
expected results. Each drive/compare cycle is called a digital vector. A series of digital vectors
is called a digital pattern. An example digital pattern for testing a simple 3-bit counter is shown
in Figure 5.7. The vectors of a digital pattern are usually sourced at a constant frequency,
although some testers allow the period of each vector to be set independently. The ability to
change digital timing on a vector-by-vector basis is commonly called timing on the fly.

R C
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ECQQQ

TK210
VECTOR LABEL COMMAND TSET S S S S S COMMENT
0000000 TEST_COUNTER: 1 00D XXX
0000001 1 01 X X X Reset Counter
0000002 1 00LLL Check for all 0’s
0000003 1 01 LLL
0000004 1 1 0L L L Release Reset
000000S 1 11 L L H Test for 001
0000006 1 10X X X
0000007 1 11 L HL Test for 010
0000008 1 10X XX
0000009 1 11 L HH Test for 011
0000010 1 10X XX
0000011 1 11 HLL Test for 100
0000012 1 10X XX
0000013 1 11 HLHTest for 101
0000014 1 10X XX
0000015 1 11 HHL Test for 110
0000016 1 10X XX
0000017 1 11 HHH Test for 111
0000018 1 10X XX
0000019 1 11 L L L Test for wrap
0000020 HALT 1 10X XX

Figure 5.7. Digital pattern for 3-bit binary counter.

5.3.2 Digital Signals

In addition to the simple pass/fail digital pattern tests, the tester must also be capable of sourcing
and capturing digital signals. Digital signals are digitized representations of continuous
waveforms such as sine waves and multitones. Digital signals are distinct from digital vectors in
that they typically carry analog signal information rather than purely digital information.
Usually, the samples of a digital signal must be applied to a DUT along with a repetitive digital
pattern that keeps the device active and initiates DAC and/or ADC conversions. Each cycle of
the repeating digital pattem is called a frame.
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During a mixed-signal test, the repeating frame vectors must be combined with the
nonrepeating digital signal sample information to form a repetitive sampling loop. Combining
the digital frame vectors with digital signal data, a long sequence of waveform samples can be
sent to or captured from the DUT with a very short digital frame pattern. In effect, the sampling
frame results in a type of data compression that minimizes the amount of vector memory needed
for the tester’s digital subsystem.

Looping frames are commonly used when testing DACs and ADCs. A sequence of samples
must be loaded into a DAC to produce a continuous sequence of voltages at the DAC’s output.
In the case of ADC testing, digital signals must be captured and stored into a bank of memory as
the looping frame initiates each ADC conversion.

5.3.3 Source Memory

When testing DACs, the digital signal samples representing the desired DAC analog waveform
are typically computed in the tester’s main test program code. The digital signal samples are
stored into a digital subsystem memory block called source memory (or send memory in some
testers). The digital frame data, on the other hand, are stored in vector memory. To generate a
repeating frame with a new sample for each loop, the contents of the vector memory and source
memory are spliced together in real time as the digital pattern is executed.

An example digital pattern for a DAC sine wave test is shown in Figure 5.8. This pattern
shows a combination of a looping frame of ones and zeros combined with digital signal
placeholders (W symbols in this example). Ws are placed wherever analog waveform sample
data is to be supplied by source memory. Each W may be either high or low during each loop of
the frame, depending on the contents of source memory. The address pointer for source memory
is incremented by one sample each time through the frame loop so that a series of different
samples can be sent to the DAC.

Because its data are generated algorithmically by the main test program, a digital signal can
be modified quickly without changing the frame loop pattern. The ability to quickly modify the
digital signal data is especially useful during the DUT debug and characterization phase. For
example, a DAC may normally be tested using a 1-kHz sine wave digital signal. During the DAC
characterization phase, however, the frequency might be swept from 100 Hz to 10 kHz to look
for problem areas in the DAC’s design. This would be impossibly cumbersome if the digital
pattern had to be generated using an expanded, nonlooping sequence of ones and zeros. In fact,
some tester architectures attempt to substitute deep, nonlooping vector memory in place of
source memory. This may reduce the cost of tester hardware, but it invariably results in
frustrated users. One of the main differences between a mixed-signal tester and a digital tester
with bolt-on analog instruments is the presence of source and capture memories in the digital
subsystem. Other differences will be pointed out throughout this chapter.

5.3.4 Capture Memory

Devices such as ADCs produce a series of digitized waveform samples that must be captured and
stored into a bank of memory called capture memory (or receive memory). Capture memory
serves the opposite function of source memory. Each time the sampling frame is repeated, the
digital output from the device is stored into the capture memory. The capture memory address
pointer is incremented each time a digital sample is captured. Once a complete set of samples
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have been collected, they are transferred to an array processor or to the tester computer for
analysis. A simple ADC sine wave test pattern is shown in Figure 5.9.
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Figure 5.9. ADC data capture test pattern.

5.3.5 Pin Card Electronics

The pin card electronics for each digital channel are located inside the test head on most mixed-
signal testers. A pin card electronics board may actually contain multiple channels of identical
circuitry.  Each channel’s circuits consist of a programmable driver, a programmable
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Figure 5.10. Digital pin card circuits.

comparator, various relays, dynamic current load circuits, and other circuits nécessary to drive
and receive signals to and from the DUT. A generic digital pin card is shown in Figure 5.10.

The driver circuitry consists of a fixed impedance driver (typically 50 Q) with two
programmable logic levels, Vj; and Vj;. These levels are controlled by a pair of driver level
DACs whose voltages are controlled by the test program. The driver can also switch into a high-
impedance state (HIZ) at any point in the digital pattern to allow data to come from the DUT into
the pin card’s comparator. The driver circuits may also include programmable rise and fall
times, though fixed rise and fall times are more common. Normally the fixed rise and fall times
are designed to be as fast as the ATE vendor can make them. Rise and fall times between 1 and
3 ns are typical in today’s testers.

The comparator also has two programmable logic levels, Yoy and V.. These are also
controlled by another pair of DACs whose voltages are controlled by the test program. The pin
card comparator is actually a pair of comparators, one for the ¥y level and one for Vor. If the
DUT signal is below Vo, then the signal is considered a logic low. If the DUT is above Voy,
then it is considered a logic high. If the DUT output is between these thresholds, then the output
state is considered a midpoint voltage. If it is outside these thresholds, then it is considered a
valid logic level. Comparator results can also be ignored using a mask. Thus there are typically
three drive states (HI, LO, and HIZ) and five compare states (HI, LO, and MID, VALID, and
MASK).

The usefulness of the valid comparison is not immediately obvious. If we want to test for
valid Vo and Vo, voltages from the output of a nondeterministic circuit such as an ADC, we
cannot set the tester to expect HI or LO. This is because electrical noise in the ADC and tester
will produce somewhat unpredictable results at the ADC output. However, we can set the tester
to expect valid logic levels during the appropriate digital vectors without specifying whether the
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ADC should produce a HI or a LO. While the pin card tests for valid logic levels, the samples
from the ADC are collected into the digital capture memory for later analysis.

In addition to the drive and compare circuits, digital pin cards may also include dynamic load
circuits. A dynamic load is a pair of current sources connected to the DUT output with a diode
bridge circuit as shown in Figure 5.10. The diode bridge forces a programmable current into the
DUT output whenever its voltage is below a programmable threshold voltage, Vry. It forces
current out of the DUT output whenever its voltage is above V7y. The sink and source current
settings correspond to the DUT’s Ioy and Jo; specifications (see Section 3.12.4).

Another extremely important function that a digital pin card provides is its per-pin
measurement capability. The per-pin measurement circuits of a pin card form a low-resolution,
low-current DC voltage/current source for each digital pin. The per-pin circuits also include a
relatively low-resolution voltage/current meter. The low-resolution and low-current capabilities
are usually adequate for performing certain DC tests like continuity and leakage testing. These
DC source and measure circuits can also be used for other types of simple DC tasks like input or
output impedance testing.

Some testers may also include overshoot suppression circuits that serve to dampen the
overshoot and undershoot characteristics in rapidly rising or falling digital signals. The
overshoot and undershoot characteristics are the result of a low impedance DUT output driving
into the DIB traces and coaxial cables leading to the digital pin card electronics. The ringing is
minimized as the signal overshoot is shunted to a DC level through a diode.

Digital pin cards also include relays connected to other tester resources such as calibration
standards and system DC meters and sources. These connections can be used for a variety of
purposes, including calibration of the pin card electronics during the tester’s system calibration
process. The exact details of these connections vary widely from one tester type to another.

5.3.6 Timing and Formatting Electronics

When looking at a digital pattern for the first time, it is easy to interpret the ones and zeros very
literally, as if they represent all the information needed to create the digital waveforms.
However, most ATE testers apply timing and formatting to the ones and zeros to create more
complicated digital waveforms while minimizing the number of ones and zeros that must be
stored in pattern memory.

Timing and formatting is a type of data compression and decompression. The pattern data are
formatted using the ATE tester’s formatter hardware, which is typically located inside the tester
mainframe or on the pin card electronics in the test head. Figure 5.11 shows how the pattern data
are combined with timing and formatting information to create more complex waveforms.
Notice that the unformatted data in Figure 5.11 require four times as much 1/0 information and
four times the bit cell frequency to achieve the same digital waveform as the formatted data.
Another key advantage to formatted waveforms is that the formatting hardware in a high-end
mixed-signal tester is capable of placing the rising and falling edges with an accuracy of a few
tens of picoseconds. This gives us better control of edge timing than we could expect to achieve
using subgigahertz clocked digital logic.

The programmable drive start and stop times illustrated in Figure 5.11 are generated using
digital delay circuitry inside the formatter circuits of the tester. Drive and compare timing is
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Figure 5.11. Drive data compression using formats and timing.

refined during a calibration process called deskewing. This allows subnanosecond accuracy in
the placement of driven edges and in the placement of compare times (called strobes and
windows). Strobe comparisons are performed at a particular point in time, while window
comparisons are performed throughout a period of time. Window timing is typically used when
comparing DUT outputs against expected patterns, while strobe timing is typically used when
collecting data into capture memory. Again, this depends on the specific tester.

Figure 5.12 shows examples of several different formatting and timing combinations that
create many different waveforms from the same digital data stream. In each case, the drive data
sequence is 110X00. The compare data sequence is HHLXLL. Notice that certain formats such
as Clock High and Clock Low ignore the pattern data altogether. Since digital pin cards can both
drive and expect data, a distinction is made between a driven signal (1 or 0) and an expected
signal (H or L). This notation is used for clarity in this book, though it is not universally used in
the test industry. In fact, some digital pattern standards define H/L as driven data and 1/0 as
expected data.

Two digital signals, SIGA and SIGB, are generated by an ATE tester’s pattern generator. The
pattern generator’s vector rate (i.e., its bit cell rate) is set to 4 MHz. SIGA is programmed to RO
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format, while SIGB is programmed to NRZ format. The start time for SIGA is programmed to
50 ns and the stop time is programmed to 125 ns. Its initial state is programmed to logic high.
The start time for SIGB is programmed to 25 ns and the stop time is programmed to 175 ns. Its

initial state is programmed to logic low.

The following digital pattern is executed. Draw a timing diagram for the two signals SIGA and
SIGB produced by this pattern. Show the bit cells in the timing diagram and calculate their
period. Assume that we want to produce this same pair of signals using a bank of static random
access memory (SRAM) whose address is incremented at a fixed rate (i.e., nonformated ones and

TR

Clock high
(CLKHI)

Clock low
(CLKLO)

Return-to-zero
(R2)

Non-return-to-
zero (NRZ)

Return-to-one
(RO)

Complement
surround (CS)

Windowed
comparisons

zeros). What SRAM depth would be required to produce this same pair of signals?

SIGA SIGB
0 1
0 0
1 1
0 1
1 0

Solution:

Figure 5.13 shows the digital waveforms resulting from the specified pattern and timing set. The
vector rate is specified to be 4 MHz; so the bit cell period is 250 ns. Also notice that NRZ format
does not have a stop time; so the 175-ns stop time setting is irrelevant. In this example, all
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Figure 5.13. Formatted data using return-to-one and non-return-to-zero formats.

timing edges fall on 25-ns boundaries. If we wanted to generate this same pattern using
nonformatted data from a bank of SRAM clocked at a fixed frequency, we would have to source
a sequence of 6x(250 ns / 25 ns) = 60 bits from SRAM memory at a digital vector rate of
1/(25 ns) = 40 MHz.

\

5.4 AC SOURCE AND MEASUREMENT

54.1 AC Continuous Wave Source and AC Meter

The simplest way to apply and measure single-tone AC waveforms is to use a continuous wave
source (CWS) and an RMS voltmeter. The CWS is simply set to the desired frequency and
voltage amplitude to stimulate the DUT. The RMS voltmeter is equally simple to use. It is
connected to the DUT output and the RMS output is measured with a single test program
command.

But the CWS and RMS voltmeter suffer from a few problems. First, they are only able to
measure a single frequency during each measurement. This would be acceptable for bench
characterization, but in production testing it would lead to unacceptably long test times. As we
will see in Chapters 6 through 9, DSP-based multitone testing is a far more efficient way to test
AC performance because multiple frequencies can be tested simultaneously.

Another problem that the RMS voltmeter introduces is that it cannot distinguish the DUT’s
signal from distortion and noise. Using DSP-based testing, these various signal components can
easily be separated from one another. This ability makes DSP-based testing more accurate and
reliable than simple RMS-based testing. DSP-based testing is made possible with a more
advanced stimulus/measurement pair, the arbitrary waveform generator and the waveform
digitizer.

5.4.2 Arbitrary Waveform Generators

An arbitrary waveform generator (AWG) consists of a bank of waveform memory, a DAC that
converts the waveform data into stepped analog voltages, and a programmable low-pass filter
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Figure 5.14. Arbitrary waveform generator.

section, which smoothes the stepped signal into a continuous waveform. An AWG usually
includes an output scaling circuit (PGA) to adjust the signal level. It may also include
differential outputs and DC offset circuits. Figure 5.14 shows a typical AWG and waveforms that
might be seen at each stage in its signal path. (Mathematical signal samples are represented as
dots to distinguish them from reconstructed voltages.)

An AWG is capable of creating signals with frequency components below the low-pass
filter’s cutoff frequency. The frequency components must also be less than one-half the AWG’s
sampling rate. This so-called Nyquist criterion will be explained in the next chapter, “Sampling
Theory.” An AWG might create the three-tone multitone illustrated in Figure 4.5. It might also
be used to source a sine wave for distortion testing or a triangle wave (up ramp / down ramp) for
ADC linearity testing (see Chapter 12, “ADC Testing”). Flexibility in signal creation is the main
advantage of AWGs compared to simple sine wave or function generators.

5.4.3 Waveform Digitizers

An AWG converts digital samples from a waveform memory into continuous-time waveforms.
A digitizer performs the opposite operation, converting continuous-time analog waveforms into
digitized representations. The digitized samples of the continuous waveform are collected into a
waveform capture memory. The structure of a typical digitizer is shown in Figure 5.15. A
digitizer usually includes a programmable low-pass filter to limit the bandwidth of the incoming
signal. The purpose of the bandwidth limitation is to reduce noise and prevent signal aliasing,
which we will discuss in Chapter 6, “Sampling Theory.”

Like the DC meter, the digitizer has a programmable gain stage at its input to adjust the signal
level entering the digitizer’s ADC stage. This minimizes the noise effects of quantization error
from the digitizer’s ADC. Waveform digitizers may also include a differential to single-ended
conversion stage for measuring differential outputs from the DUT. Digitizers may also include a
sample-and-hold circuit at the front end of the ADC to allow undersampled measurements of
very high-frequency signals. Undersampling is explained in more detail in Chapter 6, “Sampling
Theory.”
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5.4.4 Clocking and Synchronization

Many of the subsections and instruments in a mixed-signal tester derive their timing from a
central frequency reference. For example, the digital patterns in the frame loops in Figures 5.8
and 5.9 are generated at a specific frequency. This frequency determines the repetition rate of
the sample loop, and therefore sets the frequency of the DAC or ADC sampling rates. The AWG
and digitizer also operate from clock sources that must be synchronized to each other and to the
digital pattern’s frame loop repetition rate.

Figure 5.16 shows a clock distribution scheme that allows synchronized sampling rates
between all the DSP-based measurement instruments. Since the clocking frequency for each
instrument is derived from a common source, frequency synchronization is possible. Without
precise sampling rate synchronization, the accuracy and repeatability of all the DSP-based
measurements in a mixed-signal test program would be degraded.

The reason these clocks must all be synchronized will become more apparent in Chapter 6,
“Sampling Theory,” and Chapter 7, “DSP-Based Testing.” Proper synchronization of sample
rates between the various AWGs, digitizers, and digital pattern generators is another of the key
distinguishing features of a mixed-signal tester. A digital tester with bolt-on analog instruments
often lacks a good clocking and synchronization architecture.

5.5 TiME MEASUREMENT SYSTEM

5.5.1 Time Measurements

Digital and mixed-signal devices often require a variety of time measurements, such as
frequency, period, duty cycle, rise and fall times, jitter, skew, and propagation delay. These
parameters can be measured using the ATE tester’s time measurement system (TMS).
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Figure 5.16. Synchronization in a mixed-signal tester.

Figure 5.17 illustrates several of the time measurement capabilities of a typical TMS. Most
TMS instruments are capable of measuring these parameters within an accuracy of a few
nanoseconds. Some of the more advanced TMS instruments can measure parameters such as
jitter to a resolution of less than 1 ps.

Timing parameters that do not change from cycle to cycle (i.e., rise time, fall time, etc.) can
sometimes be measured using a very high-bandwidth undersampling waveform digitizer. An
undersampling digitizer is similar in nature to the averaging mode of a digitizing oscilloscope.
Like digitizing oscilloscopes, undersampling digitizers require a stable, repeating waveform.
Thus nonperiodic features such as jitter and random glitches cannot be measured using an
undersampling approach. Unfortunately, undersampling digitizers are often considerably slower
than dedicated time measurement instruments.

5.5.2 Time Measurement Interconnects

One of the most important questions to consider about a TMS instrument is how its input and
interconnection paths affect the shape of the waveform to be measured. It does little good to
measure a rise time of 1 ns if the shape of the signal’s rising edge has been distorted by a 50-Q
coaxial connection. It is equally futile to try to measure a 100-ps rising edge if the bandwidth of
the TMS input is only 300 MHz. Accurate timing measurments require a high-quality signal
path between the DUT output and the TMS time measurement circuits.
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5.6 CoMPUTING HARDWARE

5.6.1 User Computer

Mixed-signal testers typically contain several computers and signal processors. The test
engineer is most familiar with the user computer, since this is the one which is attached to the
keyboard. The user computer is responsible for all the editing and compiling processes
necessary to debug a test program. It is also responsible for keeping track of the datalogs and
other data collection information. On low-cost testers, the user computer may also drive the
measurement electronics as well. On more advanced mainframe testers, the execution of the test
program, including /O functions to the tester’s measurement electronics, may be delegated to
one or more tester computers located inside the tester’s mainframe.
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5.6.2 Tester Computer

The tester computer executes the compiled test program and interfaces to all the tester’s
instraments through a high-speed data backplane. By concentrating most of its processing power
on the test program itself, the tester computer can execute a test program more efficiently than
the user computer. The tester computer also performs all the mathematical operations on the
data collected during each test. In some cases, the more advanced digital signal processing
(DSP) operations may be handled by a dedicated array processor to further reduce test time.
However, computer workstations have become fast enough in recent years that the DSP
operations are often handled by the tester computer itself rather than a dedicated array processor.

5.6.3 Array Processors and Distributed Digital Signal Processors

Many mixed-signal testers include one or more dedicated array processors for performing DSP
operations quickly. This is another difference between a mixed-signal -tester and a bolted-
together digital/analog tester. Some mixed-signal instruments may even include local DSP
processors for computing test results before they are transferred to the tester computer. This type
of tester architecture and test methodology is called distributed processing. Distributed
processing can reduce test time by splitting the DSP computation task among several processors
throughout the tester. Test time is further reduced by eliminated much of the raw data transfer
that would otherwise occur between digitizer instruments and a centralized tester computer or
array processor. Unfortunately, distributed processing may have the disadvantage that the
resulting test code may be harder to understand and debug.

5.6.4 Network Connectivity

The user computer and/or tester computer are typically connected into a network using ethernet
or similar networking hardware. This allows data and programs to be quickly transferred to the
test engineer’s desk for offline debugging and data analysis. It also allows for large amounts of
production data to be stored and analyzed for characterization purposes.

5.7 SuMMARY

In this chapter we have examined many of the common building blocks of a generic mixed-
signal tester. Of course, there are many differences between any two ATE vendors’ preferred
tester architectures. For example, ATE Vendor A may use a sigma-delta-based digitizer and
AWG, while ATE Vendor B may choose to use a more conventional sucessive approximation
architecture for its AWG and digitizer. Each architecture has advantages and disadvantages,
which the test engineer must deal with. The test engineer’s approach to measuring a given
parameter will often be driven by the vendor’s architectural choices. In the end, though, each
tester has to test the same variety of mixed-signal parameters regardless of its architectural
peculiarities. A test engineer’s job often involves testing parameters the tester was simply not
designed to measure. This can be one of the more challenging and interesting parts of a test
engineer’s task.

In the following chapters we will see how digitizers, AWGs, and digital pattern generators,
combined with digital signal processing, can provide greater speed and accuracy than
conventional measurement techniques. We will also explain why it is so critical to mixed-signal
testing that we achieve precise synchronization of sampling frequencies bewteen all the tester’s



instruments. Although the next two chapters represent some of the most difficult material in the
book, they also contain some of the most important material. Most mixed-signal testing involves
DSP-based measurements of one type or another; so the student will need to devote special
attention to these chapters.
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Problems

5.1.
5.2.
5.3.
54.

5.5.

5.6.

5.7.
5.8.
5.9.

5.10.
5.11.
5.12.

5.13.

Name at least six types of subsystems found in a typical mixed-signal tester.
What is the purpose of the low-pass filter in a DC multimeter’s front end?
What is the purpose of the PGA in a DC multimeter’s front end?

A single-ended DC voltmeter features a sample-and-difference front-end circuit. We
wish to use this meter to measure the differential offset voltage of a DUT’s output buffer.
Each of the two outputs is specified to be within a range of 3.5 V + 25 mV, and the
differential offset is specified in the device data sheet to be £15 mV. The meter input can
be set to any of the following ranges: +10 V, 5 V, £2 V, and +1 V. The meter has a
maximum error of 0.1% of its programmed range. The error includes all sources of
inaccuracy (quantization error, linearity error, gain error, etc.). Compare the accuracy
achieved using two simple DC measurements with the accuracy achieved using the
sample-and-difference circuit. Assume no errors due to nonrepeatability.

Why are Kelvin connections used to connect high-current DC power supplies to the
DUT?

Name an instance where a local DIB relay might prove to be a better choice for
interconnecting signals than a general-purpose relay matrix.

What is the purpose of the diodes in the output stage of the relay driver in Figure 5.6?
What is the difference between a digital pattern and a digital signal?

Why are the number of vectors in the frame loop and the frequency of the digital vectors
in a sampling frame important when developing a digital pattern for a mixed-signal test?

What is the purpose of source memory?
What is the purpose of capture memory?

In Figure 5.8, SDATA is a serial input/output (I/O) interface to a DUT containing a 10-
bit DAC. The drive data for SDATA consists of a combination of ones, zeros, and Ws.
The ones and zeros represent digital logic states that select the DAC for writing. The 10-
bit write is broken into two eight-bit write operations. (The first 8-bit write operation
contains only the two most significant bits of DAC data.) The Ws represent digital signal
data. The digital vectors are supplied at a constant rate of 6 MHz. This pattern supplies
256 samples to the DAC using a total of 600 vectors (40 + 559 + 1) per frame loop. At
what rate are the digital signal samples written to the DAC? How long does it take to
supply all 256 samples to the DAC?

In Figure 5.9, the SDATA interface is used to read samples from an ADC located on the
DUT from Problem 5.12. The Xs on SDATA represent the time at which the 10 bits of
each ADC sample are captured into capture memory. The Xs represent a high-impedance
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5.14.

5.15.

5.16.

5.17.
5.18.

5.19.
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drive state. Why might Xs be required at this point in the pattern rather than ones and
zeros?

Why is formatting and timing information combined with one/zero information to
produce digital waveforms?

A series of digital bits are driven from a digital pin card at a rate of 1 MHz (1-ps period).
The series of bits are 10110X1. The format for this pin is set to return-to-zero (RZ)
format. Its initial state is set to logic low. The start time for the drive data is set to
500 ns, and the stop time is set to 900 ns. Draw this waveform using the notation in
Figure 5.12. Draw the waveform timing approximately to scale. Next, draw the
waveform that would result if we set the format to non-return-to-zero (NRZ). To produce
these waveforms using clocked digital logic without timing and formatting circuits, what
clock rate would be required? If we wanted to be able to set the start and stop times to
500 and 901 ns, respectively, at what rate would we have to operate the clocked digital
logic?

Name two reasons that AWGs and digitizers are used in mixed signal testing rather than
CW sources and RMS voltmeters.

What is the purpose of the low-pass filter in the AWG illustrated in Figure 5. 14?2

Why is a programmable gain amplifier needed in the front end of the waveform digitizer
illustrated in Figure 5.15?

What is the purpose of distributed digital signal processing hardware?



CHAPTER

Sampling Theory

6.1 ANALOG MEASUREMENTS UsiNnGg DSP

6.1.1 Traditional versus DSP-Based Testing of AC Parameters

AC measurements such as gain and frequency response can be measured with relatively simple
analog instrumentation, as mentioned in Section 5.4.1. To measure gain, an AC continuous sine
wave generator can be programmed to source a single tone at a desired voltage level, ¥;,, and at a
desired frequency. A true RMS voltmeter can then measure the output response from the DUT,
Vou Then gain can be calculated using a simple formula: gain=V,, /V, .

The pure analog approach to AC testing suffers from a few problems, though. First, it is
relatively slow when AC parameters must be tested at multiple frequencies. For example, each
frequency in a frequency response test must be measured separately, leading to a lengthy testing
process. Second, traditional analog instrumentation is unable to measure distortion in the
presence of the fundamental tone. Thus the fundamental tone must be removed with a notch
filter, adding to test hardware complexity. Third, analog testing measures RMS noise along with
RMS signal, making results unrepeatable unless we apply averaging or band-pass filtering.

In the early 1980s, a new approach to production testing of AC parameters was widely
adopted in the ATE industry. The new approach became known as DSP-based testing.! Digital
signal processing (DSP) is a powerful methodology that allows faster, more accurate, more
repeatable measurements than traditional AC measurements using an RMS voltmeter. A mixed-
signal test engineer will never be fully competent without a strong background in signal
processing theory. Unfortunately, a full treatment of sampling theory and DSP is well beyond

the scope of this book. Other texts have covered the subject of signal processing in much more
detail.

The reader is assumed to already have a strong theoretical background in DSP, although this
book will undoubtedly fall into the hands of the DSP novice as well. We will review the basics
of sampling theory and DSP as they apply to mixed-signal testing, without giving the subject an
in-depth treatment. Hopefully, this introductory coverage will both refresh the experienced
reader’s memory of DSP and allow the novice to understand the fundamentals of DSP-based
testing,

Before we can discuss DSP-based testing, we must first understand sampling theory for both
analog-to-digital converters and digital-to-analog converters. In this chapter, we will examine the
basics of sampling theory before proceeding to a more detailed study of DSP-based testing in
Chapter 7.
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6.2 SAMPLING AND RECONSTRUCTION

6.2.1 Use of Sampling and Reconstruction in Mixed-Signal Testing

Sampling and reconstruction are the processes by which signals are converted from the
continuous (i.e., analog) signal domain to the discrete (i.e., digital) signal domain and back
again. Both sampling and reconstruction are used extensively in mixed-signal testing. The ATE
tester samples and reconstructs signals to stimulate the DUT and measure its response. The DUT
may also sample and reconstruct signals as part of its normal operation. Both mathematical and
physical sampling and reconstruction occur as the DUT is tested. Figure 6.1 illustrates the
various types of sampling and reconstruction that occur when the voice-band interface circuit of
Figure 1.2 is tested.

In a purely mathematical world, a continuous waveform can be sampled and then
reconstructed without loss of signal quality, as long as a few constraints are met. Unfortunately, a
number of imperfections are introduced in the physical world that make the conversion between
continuous time and discrete time fall short of the mathematical theory. Many of these
imperfections will be discussed in this section.

i AWG [\] ;
i | waveform | * Anti- ,/\/
: source |-+ AWG imaging .
! memory filter ;
i DUT ATE digital
: DUT anti- E _ Waveform
+»l aliasing +»<DUT ADC|— » capture
: filter ; memory
ATE digital i} ; %
Waveform : DUT anti- %
source ; imaging
memory ; filter !
i Digitizer /\/ A i
E Anti- 4 T waveform ;
; aliasing =< Digitizer | Capture |-
: filter ‘ memory i

Figure 6.1. Various test signals associated with a voice-band interface circuit.
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6.2.2 Sampling: Continuous-Time and Discrete-Time Representation

Many signals in the physical world around us are continuous (i.e., analog) in nature. Familiar
examples of real-world analog signals include sound waves, light intensity, temperature, and
pressure. Many modern electronic systems, such as the cellular telephone example in Chapter 1,
must convert the continuous signals in the physical world into discrete digital representations
compatible with digital storage, digital transmission, and mathematical processing. Continuous
signals are often described by mathematical equations, such as

v(t)= 4 sin(2zf,t +¢) (6.1)

where W({) is a continuous function of time ¢, whose value in this particular case changes in a
sinusoidal manner with amplitude 4, frequency f;, and phase shift ¢.

Sampling is a process in which a continuous-time signal is converted into a sequence of
discrete samples uniformly spaced at intervals of T, seconds, often written as

vInl=v(O) r (62)

where v[n] defines the values of w() at the sampling instants defined at r=nT;. Such a process is
depicted in Figure 6.2. We refer to T; as the sampling period and its reciprocal F=1/Ty, as the
sampling frequency or sampling rate, and n as an arbitrary integer. To simplify our notation, it is
common practice to drop the T term in the argument of Eq. (6.2) as it is assumed to be constant
for all time. The continuous waveform w(?) is said to exist in continuous time, while the sampled
waveform v[n] is said to exist in discrete time. For example, substituting Eq. (6.1) into (6.2), we
can write

v[n]=4 sin(27f,nT, + )= 4 sin(Zn'}—j;’-n+¢J (6.3)

For reasons that will become clear later in this chapter, we often impose the condition that the
ratio f, /F; be a rational fraction, f, /F,=M/N, where M and N are integers, allowing one to write

v[n]=4 sin(2ﬂ£n+¢j (6.4)
N
(i) v[n]
Ir--‘\
Sampler - /1" \‘\‘-'--
B S A
f 01 2 3 4 5 6
Continuous-time signal Clock Sampled signal

F=1l/T;

Figure 6.2. Continuous-time signal and its sampled equivalent.
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Discrete signals such as this can then be stored in computer arrays and processed using DSP
functions.

Up to this point we have defined a sampled waveform in the discrete-time domain as a
sequence of numbers defined by v[n]. We can also define a sampled waveform as a continuous
function of time. The use of this alternative notation is important in the next section where the
samples are converted back into the original continuous-time signal. To enable such a description
we must make use of the concept of impulse functions. Mathematically, an impulse function,
denoted by &¢), is defined as having zero amplitude everywhere except at t=0, where it is
infinitely large in such a way that it contains unit area under its curve, as depicted by the
following two rules

5(1)=0, 120 6.5)

and
[8(r)de=1 (6.6)

It is important to realize that no function in the ordinary sense can satisfy these two rules.
However, we can imagine a sequence of pulselike functions that have progressively taller and
thinner peaks, with the area under the curve remaining equal to unity as illustrated in
Figure 6.3(a). If we take this argument to the limit, letting the pulse width go to zero while the
pulse height goes to infinity, then we have what we refer to as an impulse function. It should be
obvious from this description that we are going to encounter some difficulty in graphing the
impulse function. Hence, an impulse is graphically represented by an arrow whose height is
equal to the area (voltage x time) under the impulse, as shown in Figure 6.3(b).

An important property of impulse functions is the so-called sifting property, defined by

[v(1) 8(e-1,)dr=v(1,) (6.7)
v A 2 v A
Pulse areas
allequalto  wWp
unity 1 A 1
% reaTy impulse
» ¢ —_—t >
S Z /R 078 VS o 0
(@) (b)

Figure 6.3. Impulse definition.
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Here the impulse function selects or sifts out a particular value of the function w(?), namely, the
value at =, in the integration process. If v,(f) denotes a signal that has been uniformly sampled
every T seconds, then we can make use of the sifting property and write the following
mathematical representation for v.(7) in terms of a series of evenly spaced, equally sized impulse
functions, commonly referred to as a unit impulse train

% (1)= 3 v(0) 8(1-nT,) 68

Figure 6.4 illustrates the impulse representation of a sequence of samples from a continuous-time
signal. Mathematically, the impulses are equal to the multiplication of the continuous-time signal
times a unit impulse train.

Equivalently, through direct application of the sifting property of the impulse function, we can
write Eq. (6.8) as

v,(t)= Z v(nT,) 6(t—nT,) (6.9)

a

n=—oe

Note that v,(£) is not defined at the sampling instants because &¢-nT) is not defined at t=nT,.
However, one must keep in mind that the values of v4(f) at the sampling instants are embedded in
the area carried by each impulse function. It should now be clear that vq(f) and v{n] are different
but equivalent models of the sampling process in the continuous-time and discrete-time domains,
respectively. In order to keep track of which domain we are working in (i.e., continuous or
discrete) we shall make use of parentheses to encompass the argument of a continuous-time
signal, v(nT), and square brackets, v[n], to denote a discrete-time signal.

v[nT]
W) Multiplier

V2] v[3T3)

V[4Ty)
m X >V[OJ V[T’]I T Tvtsm
—t—t—t—t—t—tp ¢ T ";’

0 0 T, 2T, 3T, 4T, 57, 6T,

Continuous-time signal Sampled signal
(impulse form)

P

Tttt

0 T, 2T, 3T, 4T,5T.6T,

Unit impulse train

Figure 6.4. A continuous-time representation of a sampled signal as a series of impuises created by
multiplying the original continuous-time signal by a unit impulse train.
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Exercises:

6.1. Using MATLAB or an equivalent software program, plot 64 samples of a sine wave
having unity amplitude, zero phase shift, and a period of 16 samples. We shall refer to this
plotting range as the observation interval. (The stem command in MATLAB is an effective
method for plotting discrete samples as a function of time.)

Ans. Setting A=1, ¢=0, N=16, and M=1, we get:

:. 1
20 T30 40
time (sec)

70

6.2. Using MATLAB or an equivalent software program, plot 16 samples of a sine wave
having an amplitude of 2, /4 phase shift, and a period of 16/3 samples.

Ans. Setting A=2, g=n/4, N=16, and M=3, we get:

A - -

...

) 2

2
time (sec)

6.2.3 Reconstruction

The inverse operation of sampling is reconstruction. Reconstruction is a process in which a
sampled waveform (impulse form) is converted into a continuous waveform by a circuit such as
a digital-to-analog converter (DAC) and an anti-imaging filter. In effect, reconstruction is the
operation that fills in the missing waveform that appears between samples. In essence, the
combined effect of the DAC and filter can be modeled as a single reconstruction operation
denoted with impulse response p(f) as shown in Figure 6.5. Mathematically speaking, the
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v{nTi]

Reconstruction

g

0 7T, 2T, 3T, 4T, 5T, 6T, Clock

Sampled signal F=1/T, Continuous-time signal
(impulse form)

Figure 6.5. Reconstructing a continuous-time signal from a data sequence.

reconstruction operation performs interpolation between sampled values. A general formula that
describes the operation of reconstruction is given by

oo

e (t)= z v(nT,)p(t—nT)) (6.10)

n=—o0

The shape of the impulse response defines the shape of the waveform between adjacent samples.
Thus p(f) is commonly referred to as the characteristic pulse shape of the reconstruction
operation. Eq. (6.10) states that each sample is multiplied by a delayed version of p(f) and the
resulting waveforms are added together to form v(?). In other words, at each sample time t=nT;,
a pulse p(z-nT;) is generated with an amplitude proportional to the sample value W(nTy).
Collectively, all the pulses are summed to form the output continuous signal vz(f). The general
form of Eq. (6.10) appears often in the study of linear, time-invariant continuous-time systems. It
is given a special name, convolution, and we say that the output is obtained by convolving the
continuous-time equivalent signal of w(nT) with p(f). We shall have more to say about this in a
moment.

- 0 - -_—
R —
Example 6.1

An input sequence v[n] derived from a sinusoid has the following sampled values {0, 0.50, 0.87,
1.00, 0.87, 0.50, 0} corresponding to n = 0, ..., 6. Everywhere else the sequence is assumed to
be zero. Using a triangular reconstruction pulse shape p(f) defined as follows

1-jt-1] o0<z<2
t)= 6.1
P(t) { 0 elsewhere €1

plot the output waveform vg(f). Assume a sampling period, T}, of 1 s.
Solution:

To begin, a plot of the characteristic pulse p(?) is shown in Figure 6.6(a). As is evident, p(?) is a
triangular waveform with a pulse duration that lasts for 2 s and has a peak value of 1. Following
Eq. (6.10), with the limits of summation changed from 0 to 6 (as all other sample values are
assumed equal to zero), we can write the reconstructed waveform as

6

ve (t)=2v(nT,)p(t-nT,)

n=0
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or when expanded as
v (£)=v(0) p(1) +(T,) p(t=T,) +v(2T,) p(t=21,) +--~+v(6T,) p(1~6T,)

Now we can substitute an expression for each shifted p(t) according to Eq. (6.11). However, it is
more instructive to demonstrate this by superimposing all the pulses weighted by the sampled
value on one time axis as shown in Figure 6.6(b). At any particular time point, we can add up
the contribution from each pulse, and form a single point on the reconstructed waveform. This is
shown in the figure for =2.6 s. This same operation can be repeated for all the remaining time
points. The result is a straight-line interpolation between adjacent sampled values.

08} 1
_06} E
o
04} R
0.21 J
0 1 2 3 3 3
time (sec)
(a)
1r
08
AO.G -
g
04
02
0 3
time (sec)
(b)

Figure 6.6. Convolving a triangular pulse with a sequence of sampled values.

]

Most DACs make use of a square characteristic pulse, as it is easiest to realize in practice.
The sum of all shifted and scaled square pulses will result in a “staircase” continuous-time
waveform, as shown in Figure 6.7. It is also evident that the staircase waveform is a rather poor
approximation of the original waveform. A better approximation would certainly be obtained by
increasing the number of steps per period used to reconstruct the waveform. However, the upper
frequency range of the DAC limits this approach. It is also clear from Figure 6.7 that the
reconstructed waveform vz(f) contains a large amount of undesirable high-frequency energy, as
the reconstructed signal is made up of various sized pulses. To eliminate this high-frequency
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-]
%od Anti-
—— 1 DAC imaging |——»
filter

Figure 6.7. lllustrating the reconstruction operation with a DAC and an anti-imaging filter circuit.

energy, the DAC is usually followed by a postfiltering circuit, typically one with a low-pass
characteristic having a cutoff frequency of at most one-half F,. Such a filter is known under
different names as a smoothing or anti-imaging filter. Collectively, the DAC and the anti-
imaging filter are called a reconstruction filter.

Cascading a filter after the DAC effectively alters the characteristic pulse p(¢) of the
reconstruction process and provides a much better approximation to the original waveform. In
fact, perfect reconstruction can be obtained if the characteristic pulse of the overall
reconstruction process has the following form

.|
sin| —¢
[Ts )

b4
—t
T,

5

plt) = for —eo<t<oo A (6.12)

This is a very long pulse, and its infinite length implies that to reconstruct a signal at time ¢
exactly requires all the samples, not just those around that time. Substituting Eq. (6.12) into
(6.10) allows us to write an exact interpolation formula for recovering the continuous-time
information from the sampled values as

sm[}”—(t—nT,)]
ve(t)= > v(nT)——~——+ (6.13)

It is interesting to note that ve(?) is equal to v(nT}) at all the sampling instants as the sin(x)/x term
in Eq. (6.13) is equal to one.

In practice, a perfect reconstruction operation can only be approached, not actually realized.
Consequently, some imperfections are introduced in the reconstruction process. There are two
main sources of errors: (1) aperture effect due to the characteristic pulse shape, and
(2) magnitude and phase errors related to the anti-imaging filter. Both types of errors lead to
frequency-dependent magnitude and phase errors. If either error is an important parameter of a
particular test, then they would need to be measured and corrected using a focused calibration
procedure (see Chapter 10, “Focused Calibrations™).
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Convolution Using MATLAB

Convolution is a frequently used operation in the study of linear systems. For this reason,
MATLAB has provided a built-in function called CONV to assist in such analysis. As with all
computer operations, it works exclusively with discrete values. Hence, we can only approximate
a continuous-time reconstructed waveform with a sequence of finely spaced sample values.
Nonetheless, such an operation provides a useful aid to help us visualize the reconstructed
waveform.

A set of N discrete values v(nT) are obtained by sampling a waveform at a rate of Ty;.
According to Eq. (6.10), the reconstructed waveform vg(?) is given by

o

ve (t)= . v(nT,)p(t-nT,) (6.14)

n=-oo

This waveform is then sampled with a finer sampling period T, such that Ty;=LT,,, where L is a
positive integer. Substituting =kT; into Eq. (6.14) allows us to write the oversampled waveform
in terms of the new sampling period T; as

ve[k]=ve (t)lt =kT,,

v("Tsl )P(kT:z -nT,) (615)

i i

v(nLT;z )P((k ""L)T:z)

Now, if we make the change of variable substitution, m=nL, and drop the time reference T, we
can rewrite Eq. (6.15) using discrete-time notation as

ve[k]= D v[m]p[k-m] (6.16)

Mm=—co

This equation is known as a convolution summation and is the basis of linear, time-invariant
discrete-time systems. Here we speak about the sampled characteristic pulse, p[k] convolving
with the signal v[k]. To perform this operation using MATLAB we must first expand the time
scale of the original sampled signal v{k], as it has been resampled at its many zero locations.

If N samples are stored in a vector, say V, then we simply insert L-1 zeros between each
sample value, increasing the size of the modified vector, say, Vexpand, to (N-1)xL. Likewise, P
samples of p(k) are stored in a vector, P. Here the number of samples stored in P is determined
as the ratio of the pulse duration, say, T}, to the new sampling period, T;.

It is important to maintain the relative pulse duration with respect to the original sample
values. Subsequently, we can then perform the convolution sum using the built-in function
called CONV with vectors Vexpand and P, resulting in a new vector Vr of length (N-1)XL+P-1.
This is executed in MATLAB using the following routine:
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% Reconstruction Routine (V and P are input vectors)
Vexpand=zeros((N-1)*L,1); % expand the time scale
for m=1:N,

Vexpand((m-1)*(L)+1)=V(m);
end
Vr = CONV(P, Vexpand); % convolve P with Vexpand

*

Example 6.2

Reconstruct and plot the sampled sinusoid given in Exercise 6.1 over one full period using a
square characteristic pulse described as

p(t)=

Assume the sample rate is 1 s. Interpolate between sampled values using 16 sample points.

1 05«2
0 elsewhere

Solution:

From Exercise 6.1 we can write the sampled sequence vector as

V=[0, 03827, 0.7071, 0.9239, 1.0000, 0.9239, 0.7071, 0.3827, 0, -0.3827, -0.7071,
-0.9239, -1.0000, -0.9239, -0.7071, -0.3827 ]

Likewise, using 16 points to define p(?) over the 1-s pulse duration results in the vector:
pP=[1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1, 1]

Executing the reconstruction MATLAB routine, we get the staircase plot shown in Figure 6.8.

VR(t)

time (sec)

Figure 6.8. Unfiltered DAC output (MATLAB simulation).

Superimposed on the plot in Figure 6.8 is the original sinusoid. We clearly see that the
reconstructed waveform is a poor approximation to the original sinusoid. Our next example will
explore the same sample values but will use a more effective pulse shape.

e — — —— —  —  —  —— ————————————————
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e — ]
Example 6.3

Repeat Example 6.2, but this time use a triangle characteristic pulse described as

1-p¢-1f 0<z<2
p(t)= =
0 elsewhere
Assume the sample rate is 1 s and interpolate between sampled values using 16 sample points.
Solution:

From our previous example, we can write the sampled sequence vector as

Vv={0, 0.3827, 0.7071, 0.9239, 1.0000, 0.9239, 0.7071, 0.3827, 0, -0.3827, -0.7071,
-0.9239, -1.0000, -0.9239, -0.7071, -0.3827 ]

Likewise, using 32 points to define p(¢) (as it has a 2-s duration) results in the vector:

P=[0, 0.0625, 0.1250, 0.1875, 0.2500, 0.3125, 0.3750, 0.4375, 0.5000, 0.5625, 0.6250,
0.6875, 0.7500, 0.8125, 0.8750, 0.9375, 1.0000, 0.9375, 0.8750, 0.8125, 0.7500,
0.6875, 0.6250, 0.5625, 0.5000, 0.4375, 0.3750, 0.3125, 0.2500, 0.1875, 0.1250,
0.0625 ]

Executing the reconstruction MATLAB routine, we get the plot shown in Figure 6.9.

05 //’ \

VvR(t)

as | N

0 5 time (sec) 10 15

Figure 6.9. Low-pass filtered DAC output (MATLAB simulation).

Also superimposed in the plot is the original sinusoidal signal. As is evident, the reconstructed
waveform is very similar to the original sinusoidal signal. In fact, little difference is visible. It is
therefore fair to say that a reasonable approximation of the original continuous signal is obtained
by joining adjacent sample value with straight lines (this assumes that there are at least 10 points
per period).
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Exercises:

6.3. Reconstruct the sampled signal displayed in Exercise 6.1 using the triangular pulse
described by Eq. (6.11).

Ans. Interconnect sample points with straight lines

0 10 20 30 40 50 50
time (sec)

6.2.4 The Sampling Theorem and Aliasing

The sampling examples of the previous subsections are all performed in accordance with the
sampling theorem. Shannon introduced the idea back in 1949 for application in communication
systems. For this reason, it is sometimes referred to as the Shannon sampling theorem.
However, interest and knowledge of the sampling theorem in engineering applications can be
traced back to Nyquist in 1928, and as far back as 1915 in the literature of mathematicians. For a
historical account of the sampling theorem, interested readers can refer to Jerri® for a detailed
account. Specifically, the sampling theorem for band-limited signals can be stated in two
separate but equivalent ways:

The Sampling Theorem

1. A continuous-time signal with frequencies no higher than F,.,, is completely described by
specifying the values of the signal at instants of time separated by 1/(2F ) seconds.

2. A continuous-time signal with frequencies no higher than F,, may be completely
recovered from a knowledge of its samples taken at the rate of 2F,,,, per second.

The sampling rate 2F ., is called the Nyquist rate, and its reciprocal is called the Nyquist
interval. The Nyquist rate is the minimum sampling rate allowable by the sampling theorem.
Although somewhat confusing at times, the Nyquist frequency refers to Fgs.

The first part of the sampling theorem is exploited by ATE digitizers. Part 2 of the theorem is
exploited by waveform generators. For example, a 10-kHz sine wave appearing at the output of



160 An Introduction to Mixed-Signal IC Test and Measurement

Input Output
\ Perfect >
=P Sampler > reconstruction
Clock Clock
F:=1/Ts F5=1/T;

Figure 6.10. Undersampled sine wave and its reconstructed image.

a DUT can theoretically be sampled by the digitizer at 20.1 kHz with no loss of signal
information. However, if it is sampled at a slightly lower frequency of 19.9 kHz, specific
information about its characteristics are lost. To better understand this, consider the setup shown
in Figure 6.10 consisting of a sampler driven by a sine wave, followed by a perfect
reconstruction operation.

Ideally, if Shannon's theorem is satisfied, the output of this arrangement should correspond
exactly with the input signal (i.e., have exactly the same amplitude, phase, and frequency). In
the case shown here, less than two samples per period are taken from the input sine wave; hence
it violates the sampling theorem. Such a waveform is said to be undersampled. Subsequently,
the signal reconstructed from these samples, shown on the right-hand side in Figure 6.10, has the
same amplitude as the input signal but has a much lower frequency (as an estimate of the
reconstruction operation consider joining adjacent samples with straight lines). The sampling
and reconstruction process has distorted the input signal. The phenomenon of a higher-
frequency sinusoid acquiring the identity of a lower-frequency sinusoid after sampling is called
aliasing.

To avoid aliasing in practice, it is important to limit the bandwidth of the signals that appear
at the input to the digitizer to less than the one-half the Nyquist rate. In general, practical signals
are not limited to a fixed range of frequencies, but have a frequency spectrum that decay to zero
as the frequency approaches infinity. As a result, it is not always clear how to satisfy the
sampling theorem. To avoid this ambiguity a low-pass antialiasing filter is placed before the
digitizer to attenuate the high-frequency components in the signal so that their aliases become
insignificant.

While aliasing is generally an effect that is to be avoided, the process of undersampling has
been used to an advantage in several applications. As we will see in Section 9.2.5,
undersampling is used to extend the measurement capabilities of an arbitrary waveform digitizer.
Aliasing may also be advantageously utilized by a DUT as part of its normal operation. The
cellular telephone base-band interface is one such example that might use undersampling to
convert high-frequency inputs to lower-frequency signals to be digitized by a slow ADC.

Finally, we would like to address a commonly asked question: What happens if we sample a
sinusoidal at exactly twice its frequency? The answer is that information may be lost. To
understand this, consider that an arbitrary sinusoidal (i.e., one with arbitrary amplitude and
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Figure 6.11. Sine and cosine waves sampled at twice the signal frequency.

phase) can always be represented as the sum of a sine and cosine signal operating at the same
frequency

Csin(2zf,t+¢)= Acos(2xf,t)+ Bsin(2x f,1) (6.17)

Therefore, analyzing the effect of sampling a sine and cosine signal allows us to generalize the
result for a signal having an arbitrary phase, ¢. Figure 6.11 illustrates the samples derived from a
sine and cosine signal sampled at twice their frequency. As is evident, all the samples from the
sine wave are zero, whereas those from the cosine signal are not. Clearly, any information
contained in the sine wave such as its amplitude would be lost and unobtainable from the
samples. We can therefore conclude that one should not attempt to sample at exactly twice the
Nyquist rate.

6.2.5 Quantization Effects

Mathematical sampling can be achieved with no loss of signal quality. A computer can come
very close to mathematical perfection. For example, the following MATLAB routine can be used
to create 64 samples of a sine wave with unity amplitude and zero phase shift:

pi=3.14159265359;

for k=1:64,
v(K)=1*sin(2*pi/64*k);

end;

As the time index £ is incremented in unit steps, the sampling period is by default equal to
unity, resulting in a unity sampling frequency. Therefore, the frequency of the sampled sinusoid
is 1/64 Hz, as M=1 and N=64. The quality of the sine wave is limited only by the tiny amounts
of mathematical error in the computation process. This sampling process would result in a
nearly perfect sampled representation of the sine wave. It would have almost no distortion and
very little noise. The ADC included in a digitizer, on the other hand, will always introduce some
amount of noise and distortion. The noise introduced by an ADC can be classified as:
(1) quantization noise, and (2) circuit related noise such as thermal and shot noise. Distortion, on
the other hand, is a result of nonlinear circuit behavior and component mismatches.

In a perfectly designed and manufactured ADC, the majority of the noise will be caused by
the quantization error of the conversion process. Figure 6.12 shows a set of samples obtained
from a sine wave that has been digitized by a 4-bit ADC. For example, the quantized waveform
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in Figure 6.12 could be stored in a computer memory as the sample set {7,11,14,14,11,7,4,
1,1,4,7,11,14,14,11,7,4,1,1,4,7,11,14,14,11,7,4,1,1,4}. Also shown in Figure 6.12 is the original
analog waveform superimposed on a regular spaced set of grid lines, together with an expanded
view of a single sample shown on the right-hand side.

The vertical grid lines correspond to the sampling instances, with time increasing from left to
right. The horizontal grid lines correspond to the limited outputs available from the ADC. The
distance between adjacent horizontal grid lines is known as the least significant bit (LSB). An
LSB sets the largest distance that the ADC output will be from a sample obtained directly from
the original waveform (see the expanded view on the right of Figure 6.12). In general, a D-bit
ADC with a full-scale analog input range of FS has a corresponding LSB step size of

FS

L8 =56 )

(6.18)

Exercises
6.4. To illustrate the effects of aliasing, compare 24 samples of a sinusoid with unity
amplitude, zero phase shift, and a period of 12 s derived using a sampling rate of 1 Hz and a
sampling rate of 1/8 Hz. Use MATLAB or an equivalent software program for your analysis.
Ans. Setting 4=1, ¢=0, N=12, and M=1, we get:
1 — T e
e:e °o:e
0sbe i ile eiile :
05} eiiid 1
1 é . é A
o 5 10 15 25
time (sec)
Setting 4=1, ¢=0, N=12, and M=8, we get:
1 =] (=] (] =] =] =] o ]
0.5f
GI - . £ Fal 8. Fa ¥ 8-
-0.5
o o 0 0 o 0 o o
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Figure 6.12. Quantized sine wave samples.

The quantization errors in Figure 6.12 do not look especially severe at first glance. However,
if we were to reconstruct a continuous-time waveform from these samples, the analog waveform
would contain a significant noise component as illustrated in Figure 6.13. If we separate the
errors from the quantized samples, we can see how much noise has been introduced by the
quantization process.

Input d Output

. Perfect
/\/\/\/ ~—| Sampler = Quantizer recons. [~ '\/\/\l

f f Thickness of line

Clock Clock indicates the
F~1/T, F=UT uncertainty of
§Ts sampled values

Figure 6.13. lllustrating the noise component that is associated with a quantization operation.

In Figure 6.14, the quantized waveform is equal to the sum of the ideal sampled waveform
and an error waveform. The error waveform is the quantization noise added by ADC
quantization process. Statistically speaking, the quantization errors of a random input signal
exhibit a uniform probability distribution’ from — LSB to + % LSB, assuming a perfect ADC.
Moreover, the ideal quantization error sequence v, resembles a random sequence having an
average and RMS value given by

Vowr=0 and v g =% (6.19)

Obviously, quantization error can be reduced using an ADC with more bits of resolution
(consider combing Eqs. (6.18) and (6.19)). Higher resolution would provide more vertical
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Figure 6.14. Representing the quantized waveform as a sum of the original sampled signal and a
quantization error signal.

graticules on the plots in Figure 6.12, reducing the size of each LSB. Adding an extra bit of
ADC resolution reduces the size of each LSB by one-half, thereby reducing the RMS value of
the quantization noise by a factor of two, or 6 decibels (6 dB). A 16-bit ADC is theoretically
capable of a 97.76 dB signal-to-noise ratio (SNR) with a full-scale sine wave input. A 15-bit
ADC would therefore be capable of 91.76 dB SNR, etc. (See Chapter 8, “Analog Channel
Testing” for an explanation of the decibel unit and SNR measurements.)

—
Example 6.4
Compute the quantization noise sequence that results from exciting a 3-bit ADC with a full-scale
amplitude sinusoidal signal of unity amplitude, zero phase, M=1, and N=64. Also, compute the
RMS value of the quantization noise and compare this result with its theoretical predicted value.
Solution:
To aid us in this investigation we shall make use of the following MATLAB routine for an ideal 3-

bit quantizer performing a rounding operation typical of an ADC having a full-scale input range
between -1 and +0.75:

% 3-Bit Quantizer (-1 <= X <= +0.75)

D=3; % # of bits of resolution
FS=1.75; % Full scale range
LSB=FS/(2AD-1); % Least significant bit

Y = round(X/LSB)*LSB; % rounds to nearest level

A quantizer is the element of the ADC that limits the continuous input signal, say X, to discrete
values denoted by Y. In this case, values of -1, -0.75, -0.5, -0.25, 0, 0.25, 0.5, and 0.75. The
ADC would then interpret these levels and provide an output digital representation, for example
in a 2’s complement form. The transfer characteristic, Y vs. X, for this quantizer is shown in
Figure 6.15.
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Figure 6.15. Ideal quantizer transfer characteristic.

Now passing a near full-scale sinusoid having the following parameters, 4=0.75, ¢=0, N=64, and
M=1 through the 3-bit quantizer, we get the error sequence in Figure 6.16.

01 }.° : - ‘" L....9 .Q Ve -

005 |

Y-X
0

|
|
|
|

rror

-0.05

-0.1 I8

o 10 20 30 40 50 60
Figure 6.16. Quantization error sequence.

Here we see that the error sequence has symmetrical response bounded between +0.125, and has
a mean value of -1.0842e-18 or nearly zero. The RMS value of the error is computed to be
0.0670. According to the quantization theory presented earlier, the error sequence should have an

average value of 0 and an RMS value of 0.25/ V12 =0.0722 based on an LSB of 0.25 V. For all

intents and purposes, the results of this simulation agree reasonably well. The discrepancy is
largely a result of the quantizer’s low resolution of 3 bits. If we increased its resolution, we
would discover a much closer correspondence between experiment and theory.
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Exercises

6.5. What is the LSB of an ideal 8-bit ADC that has a full-scale input range of 0-1 V? What
is the expected RMS value of the corresponding quantization noise?

Ans. 3.9mV, 1.13 mV.

6.6. If an ideal 7-bit ADC has an RMS quantization noise component of 1.4 mV, what is the
quantization noise for a 5-bit ADC having an identical full-scale input range?

Ans. 5.74 mV.

6.7. A 4-bit ADC with an analog input range from —1.5 to +1.5 V gives an output of code of
4 for a code range beginning at 0 and ending at 15. What are the minimum and maximum
values of the input voltage corresponding to this output code?

Ans.-0.7V,-05V.

6.2.6 Sampling Jitter -

Another source of signal quality degradation is sampling jitter. Jitter is the error in the
placement of each clock edge controlling the timing of each ADC or DAC sample. Figure 6.17
illustrates the effect of jitter on the sampling process of an ADC. Here we make use of the same
regular spaced grid as that used in Section 6.2.5 except that this time we added an additional set
of vertical dotted lines to indicate the actual clock edge subject to random clock jitter.

As is evident in this situation, the actual sample can differ quite significantly from the ideal
sample and the size of this error is proportional to the magnitude of the jitter. Mathematically,

Ideal clock edge

Actual clock edge

l//

e

Actual sample -

X Ideal sample
error, v & Analog
T | waveform
Digital \ '
grid i
Timing Jitter error, 4

grid

Sample

7Y

A

Figure 6.17. lllustrating the effect of clock jitter on the sampling process.
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we can calculate the effects of jitter on the samples obtained by an ADC by associating jitter
with a random timing variable, which we shall denote as #, and adding it to the sampling
expression given in Eq. (6.2) according to:

v[n]=v(r), _ W, +1, (6.20)

Due to the nature of #;, v[n] is now a random variable as well. Calculating the effects of jitter
can become mathematically complicated in all but the simplest examples. One example that
allows us to draw some useful conclusions is the study of jitter on the sample points of a single
sinusoid with peak amplitude 4, and frequency f,. The phase shift is assumed equal to zero
without loss of generality. Without jitter, the sample points are

v[n]= = 4,sin(27 f,nT,) (6.21)

YO =,

With jitter present, according to Eq. (6.20), the samples become
vinl=v(t), _ p 4, =4sin(277, (nT, +1,)) (6.22)
s by

We can separate this expression into two parts, one that includes the deterministic component
and the other due to jitter. To see this, consider using the trigonometric identity
sin(4+B)=sin(4)cos(B)+cos(A)sin(B) so that we can rewrite Eq. (6.22) as

v[n]= 4,sin(27 f,nT, )cos(27 £,t, ) + 4, cos(2x £,nT, )sin (27 £ ¢, ) (6.23)

Since the magnitude of the jitter #; is assumed to be small compared to the sampling period T,, we
can approximate Eq. (6.23) as

v[n]= 4,sin(27f,nT,) + 4,27 f 1, cos (27 f,nT,) (6.24)

Here we made use of the fact that when x is small, cos(x) = 1 and sin(x) = x. Now we have the
jitter term separated from the deterministic term, allowing us to claim that the error in the sample
due to jitter, denoted as v, is

v,[n]= 4,27 f,t, cos(27 f,nT,) (6.25)

Recognizing that the derivative of a sine wave is a cosine wave further allows us to write the
jitter-induced error in terms of the magnitude of the jitter and the slope of the signal at the
sample point

av(t)
dt

v,[n]=

Y (6.26)

=’
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This result should be readily apparent from Figure 6.17. It suggests that a timing error will
induce a larger sample error at the rapidly rising or falling points of a sine wave than at its peak
or trough.

Assuming that the jitter ¢; has an RMS value of #.zus and is independent of W7), then we can
approximate the RMS value of the error sequence v;{n] as the product of the RMS value of ¢; and
the RMS value of the derivative of w(z) at each sampling instant. For a sampled sinusoidal signal
with peak amplitude 4, and frequency fo, the RMS value of the jitter-induced error is

274 f,

Vi-rns =T by _rus (6.27)

At this point in our discussion we can use this result to set a limit on the maximum tolerable
jitter allowable based on the ADC’s speed and resolution. We first have to define the amount of
jitter-induced noise that we are willing to tolerate. Let us define a 1-LSB upper limit on the
tolerable amount of jitter-induced noise

1LSE }

Vimaas < F:B (6.28)
S
22 -1

(6.29)

Further, if we assume a full-scale input sinusoid, FS=24,, then we can find a lower limit on the
maximum allowable jitter given by

2

. —_— 6.30
t!'ms<ﬂﬁ(20 ) (6.30)

Conversely, for a D-bit ADC having an RMS sampling jitter #-gas, the maximum sampling
frequency that can be used (i.e., Fspux =2 Jfo-max) 18

22

— 6.31
Fouar < 7t _pes (2° 1) 651

or we can conclude that the maximum conversion resolution (expressed in number of bits)
available with a maximum sampling frequency Fi.s.x and RMS sampling jitter #;.ras is

242
D, 1 —_—+1 6.32
hax < ng[ﬂ:tj—RMS (Frpax) ] 32
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Figure 6.18. The effect of clock jitter on the actual DAC output can be separated into an ideal output and a
jitter-induced error signal.

The effect of sampling jitter on the operation of a DAC can be described by similar
mathematical expressions derived for the ADC. Consider that the effect of clock jitter on the
output of a DAC can be separated from its ideal operation as shown in Figure 6.18. Here the
actual output waveform is separated into an ideal waveform and one that contains the jitter-
induced noise. Mathematically, the jitter-induced error can be described as

v, (1)=[v(nT,)-v((n-1)T,)] [u(t-nT,-t,)-u(t-nT,)] (6.33)

where u(f) is a unit step function. With an error pulse occurring on average once every clock
period, we can consider that the effective energy contributed by each pulse at the sampling
instant is

e, [n]= (V["]'V["—I])z% (6.34)

Further, we can relate this energy back to the original sample value by dividing Eq. (6.34) by T;
that is, the pulse energy is distributed over a full clock period, and taking the square-root value,
then we can write the jitter-induced error as

vj[n]=(v[n]—v[n—1])J% (6.35)

Recognizing that the difference operation normalized by T is a discrete-time representation of
differentiation allows us to approximate the jitter-induced error (for high oversampling ratios) as

v,[n]= dV_(t)

&t 41, (6.36)

t=nT,

This expression is similar to that given for the jitter-induced error of the ADC, except that 4 is
replaced by 1[1 ;T. . Hence we can make use of Eqgs. (6.27)—(6.32) with the appropriate change of

variable. For example, the maximum conversion resolution available with a maximum sampling
frequency Fs.aax and RMS sampling jitter .gus is
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—+l 6.37
7o Frorr J (631)

In either the DAC or ADC case, according to Eq. (6.27) doubling the timing jitter doubles the
noise level. Also, doubling the signal amplitude or signal frequency doubles the jitter-induced
noise. Testers often have particular sampling frequencies or other conditions that produce
minimum sampling jitter. For instance, a particular tester may produce minimum jitter if the
digital pattern is exercised at the tester’s master clock frequency divided by 2", where N is any
integer. As another example, a particular digitizer may operate with minimum jitter when its
phase-locked loop phase discriminator input is near 16 kHz. If extremely low noise
measurements are to be performed, the test engineer should understand which sampling rates
provide the least jitter in each of the tester’s instruments and subsystems.

D, <log, [3

Exercises

6.8. What is the RMS value of the error induced by an ADC having an RMS sampling jitter
of 100 ps while measuring a -V amplitude sinusoid with a frequency of 100 kHz?

Ans. 44.4 V.

6.9. What is the maximum sampling jitter that a 6-bit ADC can tolerate when it has a full-
scale input range of 0-3 V and is converting a 100-kHz, 1-V peak sinusoid? :

Ans. 0.107 ps.

6.10. What is the maximum sampling jitter that a 5-bit DAC can tolerate when it has a
maximum sampling rate of 10 MHz?

Ans. 84.3 ps.

6.11. If a 6-bit DAC has a sampling jitter of 500 ps RMS, what is its maximum sampling
rate?

Ans. 408.5 kHz.

6.12. If an ADC is controlled by a clock circuit with a minimum clock period of 1 ps and
RMS jitter of 2.5 ns, what is the maximum conversion resolution possible with the ADC?

Ans. 8.5 bits.

6.3 REPETITIVE SAMPLE SETS

6.3.1 Finite and Infinite Sample Sets

In many mixed-signal systems such as a cellular telephone, the waveforms sampled by the
system’s ADC sub-blocks are nonrepetitive. In the cellular telephone example, the caller’s voice
is a random signal that seldom, if ever, repeats. The cellular telephone digitizes the caller’s
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Figure 6.19. Finite sample set, repeated indefinitely.

voice and processes the samples in real time in a continuous process. For all intents and
purposes, we can consider the cellular telephone sample sets to be infinite in length.

In the DSP-based testing environment, on the other hand, signals are often created and
measured using a finite sample set of a few hundred or a few thousand samples. If desired, the
finite sample sets in mixed-signal testers can be repeated endlessly, allowing easier debugging
with spectrum analyzers and oscilloscopes. During production testing, however, the sample sets
are only allowed to repeat long enough to collect the necessary measurement information. The
use of repetitive, finite sample sets drives a number of ATE-specific limitations which the test
engineer must understand. For example, Figure 6.19 shows a short sequence of 16 samples that
repeats endlessly. Notice how sample 16 feeds smoothly into sample 1 at the end of each
sequence. This smooth wraparound results from a property known as coherence. Coherence is
one of the most important enabling factors for fast and accurate DSP-based testing.

6.3.2 Coherent Signals and Noncoherent Signals

In the example waveform of Figure 6.19, the last sample of the first iteration wraps smoothly
into the first sample of the second iteration because there is exactly one sine wave cycle
represented by the 16 samples. If we reconstruct this sample set at a sampling frequency Fi,
then the sine wave would have a frequency of F,/16. This frequency is known as the
Sfundamental frequency or primitive frequency, Fy In general, the fundamental frequency Frof N
samples collected at a sampling rate of F; is

F, £ . (6.38)
N

The period of the fundamental frequency is called the primitive period or unit test period (UTP)

1
UTP=— ,
F (6.39)

s

The amount of time required to collect a set of N samples at a rate of F; is also equal to one UTP

vrp=~ (6.40)
F

s
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In practice, it usually takes an extra fraction of a UTP to allow the DUT and ATE hardware to
settle to a stable state before a sample set is collected.

The fundamental frequency is often called the frequency resolution. The reason for this
alternate terminology is that the only coherent frequencies that can be produced with a repeating
sample set are those frequencies that are integer multiples of the fundamental frequency. Hence,
in terms of N and the sampling frequency, the coherent frequencies F, are

F=M I_;L (6.41)

where M is an integer 0, 1, 2, ..., N. The astute reader will recognize that we first made use of
coherent frequencies in Section 6.2.1 in the development of Eq. (6.4), where f,=F.

As an example, if we source the samples in Figure 6.19 at a rate of 16 kHz, then the
fundamental frequency would be 16 kHz/16 = 1 kHz. The sine wave in Figure 6.19 would
appear at 1 kHz. The next-highest frequency we could produce with 16 samples at this sampling
rate is 2 kHz, If we wanted to produce a 1.5 kHz sine wave, then we would have a noncoherent
sample set as shown in Figure 6.20.

If we wanted to produce a 1.5-kHz sine wave using a coherent sample set, then we would
have to choose a sampling system with a fundamental frequency equal to 1.5 kHz/N, where N is
any integer. We might choose F,= 500 Hz, for example, and then use the third multiple of the
fundamental frequency to produce the 1.5-kHz sine wave. A fundamental frequency of 500 Hz
could be achieved using 32 samples instead of 16 (16 kHz/32 = 500 Hz). We would then
calculate a sine wave with three cycles in 32 samples according to

pi=3.14159265359;
for k=1:32,

sinewave(k) = sin(2*pi*3/32*(k-1));
end

Bk

Since the fundamental frequency determines the frequency resolution of a measurement, it
might seem that minimizing the fundamental frequency would be a great idea. In the absence of
test time constraints, a fundamental frequency of 1 Hz would provide good flexibility in test
frequency choice. Remember, though, that the UTP drives the test time. Since one UTP is equal

8% 8% 8%

Figure 6.20. Noncoherent sample sets cannot be looped properly.
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to 1/F; a 1-Hz frequency resolution would require 1 s of data collection time. For most
production tests, this would be unacceptable.

Many test situations call for the application of a coherent multitone signal to excite a device.
Such a signal is created by simply adding together a set of / unique sine waves (i.e., having
different coherent frequencies) according to the following formula

v[n]=iA,sin(2ﬂA—:,‘-n+¢,) (6.42)

i=]

Here each sine wave is assigned a unique amplitude A;, phase shift ¢ , and frequency designated
by (M,/N)F,. The integers represented by M; are commonly referred to as the Fourier spectral
bins.

Any signal made up of a sum of coherent signals is also coherent. If one or more of the
frequency components are noncoherent, though, the entire waveform will be noncoherent.
Although noncoherent sample sets cannot be used to generate continuous signals through a
looping process, they can be analyzed with DSP operations using a preprocessing operation
called windowing. However, windowing is an inferior production measurement technique
compared to coherent, nonwindowed testing. Windowing will be discussed in Chapter 7, “DSP-
Based Testing.”

Returning to the 16-kHz sampling example, we could create a multitone signal with
frequencies at 1.5, 2.5, and 3.5 kHz using an expanded calculation given by the following
MATLAB routine

pi=3.14159265359;
phase1=0, phase2=0, phase3=0;
for k=1:32,
multitone(k) = sin(2*pi*3/32*(k-1) + phase1*pi/180) ... -
+ sin(2*pi*5/32*(k-1) + phase2*pi/180) ... g
+ sin(2*pi*7/32*(k-1) + phase3*pi/180;
end

The endpoints of this waveform would wrap smoothly from end to beginning because the
waveform is coherent. The multitone signal calculated would be described as a three-tone
multitone waveform with equal amplitudes at the third, fifth, and seventh spectral bins.

6.3.3 Peak-to-RMS Control in Coherent Multitones

Notice that in the multitone example in Section 6.3.2, all the frequency components are created
at the same phase (0 degrees). The problem with this type of waveform is that it may have an
extremely large peak-to-RMS ratio, especially as the number of tones increases. Consider the
7-tone multitone signal in Figure 6.21. The first waveform consists entirely of sine waves, while
the second waveform consists entirely of cosine waves. These waveforms exhibit a spiked shape
that is unacceptable for most testing purposes since it tends to cause signal clipping in the DUT’s
circuits.
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Figure 6.21. Pure sine and pure cosine seven-tone muititones.

The peak-to-RMS ratio of a multitone can be adjusted by shifting the phase of each tone to a
randomly chosen value. The waveform in Figure 6.22 shows how randomly selected phases for
the seven tones of Figure 6.21 produces a much less “spikey” waveform. Unfortunately, there is
no equation to calculate phases to give a desired peak-to-RMS ratio. In many test programs,
phases are chosen using a pseudorandom number generator with a uniform probability
distribution between 0 and 2z radians. If the desired peak-to-RMS ratio is not achieved with one
set of pseudorandom phases, then the program tries again until the desired ratio is found. These
phase values can be generated each time the program loads, or they can be hard-coded into the
test program once they have been determined through trial and error. This second approach
prevents a pseudorandom algorithm from choosing one set of phases on a given day and another
set of phases at a later date. For example, this might happen when an upgraded tester operating
system includes a change to the pseudorandom algorithm. Theoretically, a different set of phases
should not cause any shift in measurement results, but the use of hard-coded phases removes one
more unknown factor from the measurement correlation effort.

What is the ideal peak-to-RMS ratio for a multitone signal? At first it might seem that it
would be best to let the pseudorandom process search for a minimum peak-to-RMS ratio. This

would provide the largest RMS voltage for a given peak-to-peak operating range. Larger RMS
signals provide better noise immunity and improved repeatability. But this kind of signal is

b\/\ /\/\V/\ /\/\/\V/\/\ A,, I
VI \/\/\/ V\/

Figure 6.22. Seven-tone multitone created with random phases.
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susceptible to large shifts in peak-to-RMS ratio if any of the filters in the ATE tester or DUT
cause frequency-dependent phase shifts. A change in peak-to-RMS ratio could lead to a clipped
signal, which would ruin the measurement accuracy.

In many end applications, the DUT will usually see a peak-to-RMS ratio of about
10—11 decibels (a ratio of about 3.35:1). Although the 10—-11 dB range appears in many data
sheets without explanation, it is based on the approximate peak-to-RMS levels encountered in
typical analog signals. This range is roughly equal to the peak-to-RMS ratio of broadband
signals having near-Gaussian-distributed amplitudes and random phases. As it happens, this
ratio also tends to produce a multitone whose peak-to-RMS ratio is least sensitive to phase shifts
from filters. For this reason, the pseudorandom phase selection process should be set to search
for a peak-to-RMS ratio of between 10 and 11 decibels. A multitone signal must contain at least
six tones to hit a peak-to-RMS ratio of 3.35:1. For signals having fewer tones, the target ratio is
not terribly important, but it is still a good idea to use pseudorandom phase shifts for the tones
rather than adding pure sine or cosine waveforms.

6.3.4 Spectral Bin Selection

One of the common mistakes a novice test engineer makes is to choose spectral bins by simply
calculating the nearest integer multiple of the fundamental frequency. For example, if the test
engineer wanted a 2-kHz sine wave using a 16-kHz sampling rate and 32 samples, then
according to Eq. (6.41) the nearest Fourier spectral bin is

M =2¢=4
(16 kHz/32)

which corresponds exactly with spectral bin 4. The problem with bin 4 is that it is not mutually
prime with the number of samples, 32. (Mutually prime numbers are ones containing no common
factors). The number 4=27 is not mutually prime with the number 32=2% so this choice of bin,
sampling frequency, and number of points is a poor one.

One of the problems with non-mutually-prime spectral bins is that they may cause the
quantization noise of a coherent signal to contain periodic errors instead of errors that are
randomly distributed over the UTP. Consider the sine example with 4 cycles in 32 samples. If
we look at a quantized version of this signal from a 4-bit ADC in Figure 6.23, we see that the
quantization errors repeat four times in the sample set. The same problem occurs with DAC
converters as well. Furthermore, a nonprime spectral bin hits fewer code levels on the DAC and
ADC; so we are just testing the same points repeatedly. Repetitively exercising the same code
levels results in less robust fault coverage in the DAC and ADC circuits.

Another problem with non-mutually-prime bins is that they tend to lead to overlaps between
test tones, harmonic distortion components, and intermodulation distortion components. The use
of mutually prime bins does not necessarily prevent intermodulation distortion overlaps, but it
makes them less likely. Whether mutually prime bins are chosen or not, one should verify that
all distortion components fall into spectral bins that do not coincide with bins containing
important signal information.

Consider the example of a three-tone multitone at 1, 2, and 3 kHz. The problem with this
multitone is that there is a great deal of distortion overlap. The second and third harmenic
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Figure 6.23. Non-mutually-prime spectral bin selection leads to periodic errors.

distortion of the 1-kHz tone falls on top of the 2- and 3-kHz test tones, respectively. Also, the
second order intermodulation distortion between the 2-kHz tone and the 3-kHz tone appears at
1 and 4 kHz, corrupting the 1-kHz test tone. All these overlaps would cause errors in any
measurement involving the 1-, 2-, or 3 kHz tones (gain, frequency response, distortion, etc.). A
better approach is to use test frequencies close to the desired frequencies, but located-at spectral
bins that do not cause any intermodulation or harmonic distortion overlaps.

To avoid overlaps between harmonic distortion components and signal components, we
should guarantee that the tones are not only mutually prime with the number of samples, but that
they are also mutually prime with one another. For example, bins 3 and 9 are both mutually
prime with 512 samples, but they are not mutually prime with one another. Consequently, the
third harmonic of spectral bin 3 coincides with the tone at bin 9, resulting in an overlap.

—
e ——
Example 6.5

Select the spectral bins for a three-tone signal at 1, 2, and 3 kHz with no more than +50 Hz error

in the signal frequencies. The signal should take no more than 50 ms to repeat. Use a 16-kHz
sampling rate.

Solution:

With a maximum UTP of 50 ms and a sampling rate of 16 kHz, the number of sample points is
found from Eq. (6.40) to be

N <50ms x 16 kHz =800

An important constraint on the number of sample points used in most test systems is that N must
be a power of two (i.e., 2°, where P is an integer). The reason for this will be explained in more
detail in Chapter 7, but it is because we will ultimately use the Fast Fourier Transform (FFT)
algorithm to measure the response of the DUT to the three-tone signal. Therefore, we shall
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select N equal to 512. We want the highest possible N in order to achieve the greatest frequency
resolution or the smallest fundamental frequency. Working with 512 samples, the fundamental
frequency becomes

F =108 3 05w
512

Subsequently, the closest spectral bin numbers that correspond to the 1-, 2-, and 3-kHz signals
are found using Eq. (6.41), together with Eq. (6.38), to be

_ 1kHz
' 3125Hz
_ 2kHz
T 31.25Hz
_ 3kHz
T 31.25Hz

=32 (non-mutually-prime, shift to 31)

= 64 (non-mutually-prime, shift to 63)

2

f =96 (non-mutually-prime, shift to 97)

In all three cases, the computed spectral bin values were all even numbers sharing a factor of 2
with the number of samples, 512. Shifting the result by one in either a positive or negative
direction eliminates their dependence on the common factor of 2. The resulting test frequencies,
J1, f>, and f; are then

f,=31x31.25 Hz=968.75 Hz
J,=63x31.25 Hz=1968.75 Hz
J3=97x31.25Hz=3031.25 Hz

In all three cases, the chosen test frequencies are within the desired +50 Hz error margin and are
therefore acceptable.

We now have to verify that there are no distortion overlaps using spectral bins 31, 63, and 97.
First we list the harmonics of the three test tone bins (stopping at the Nyquist bin, which is
located at 8 kHz, or bin 256). Harmonics are defined as all the frequencies at an integer multiple
of the test tone and computed according to the following table:

Harmonic/ My | 2M, | 3M, | AM, | 5M, | 6M, | TM, | 8M4
Test Tone
M, 31 62 93 124 | 155 | 186 | 217 | 248
M, 63 126 | 189 | 256 - - - -
M; 97 194 - - - - - -

None of these harmonics overlaps with the other harmonics or with the test tones; so the
harmonic distortion overlap criterion is met. Next we look for intermodulation components.
Intermodulation components appear at the sum and difference of any two tones, that is, 2F,-F,
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F\+3F,, etc. There are so many of these that it is usually sufficient to just limit the list to second-
and third-order distortions. (Second-order distortions are those in which the magnitude of the
integers in front of F; and F> add up to 2; third-order distortions are those in which the
magnitude of the integers add up to 3; etc.). The following is a table listing the intermodulation
interaction between the three test tones:

Intermod./ | My | |Ma-Mp| | IMa+Mp| | |2M4-Mp| | |2M4+Mjp| IM4-2M3p| | |M4+2Mp|
Test Tone
M, 31 32 94 1 125 95 157
M, 63 34 160 29 223 131 257
M; 97 66 128 163 225 35 159

Here the letter 4 and B represent the current and next row spectral bin. When we are at the
bottom of the table, the next spectral bin refers to the data at the top of the table. As is evident
from this table, none of the intermodulation components falls on top of a test tone.

————— e e ————————]
—

The lack of overlap between harmonic distortion components and test tones in this example is
guaranteed by a choice of mutually prime bins. In addition, none of the harmonics interferes
with any of the intermodulation components. The choice of mutually prime bids does not
guarantee a lack of overlap between intermodulation components and test tones or distortion
components, but it does reduce the likelihood of such overlaps. Since there are no overlaps in
this example, we can measure gain, frequency response, harmonic distortion, intermodulation
distortion, and signal-to-noise ratio with the same set of collected samples. The ability to
measure multiple parameters using a single data collection cycle is an advantage of multitone
testing. This technique saves a tremendous amount of test time compared with single-tone
testing approaches.

As we have seen, multitone DSP-based testing only provides accurate measurements if the
test engineer is careful with the selection of test tones. Careless selection of spectral bins will
lead to answers that may be slightly incorrect. If we had chosen bin 62 for the 2-kHz tone, for
example, then the second harmonic distortion from the 1-kHz tone would have affected the
measured level of the 2-kHz tone by a small but significant amount.

In most cases, we choose a sample set consisting of an even number of samples. Thus the
mutally prime rule prevents us from using even-numbered spectral bins. In the previous example,
we chose bin 63 instead of 62 because it was mutually prime with the number of samples. There
is a second reason that we chose 63 and not 62. Combinations of odd harmonics and even
harmonics in a multitone signal result in a signal with asymmetrical positive and negative peaks
relative to the DC offset of the signal. The DC offset of such an asymmetrical multitone is not
centered between the maximum and minimum voltages. This gives poor fault coverage for the
circuit under test because it exercises one side of the signal range more than the other.

Figure 6.24 shows the difference between an all-odd multitone and a mixed odd-even
multitone. Of course a single-tone signal with an even harmonic does not have the asymmetry
problem, but it may lead to the kind of quantization noise modulation illustrated in Figure 6.23.
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Figure 6.24. Even spectral bins lead to asymmetrical peaks relative to the signal’s DC offset.

The bottom line is that odd-numbered, mutually prime spectral bins should always be used
whenever possible. If the situation is truly desperate, non-mutually-prime or even-numbered bins
can be used as a last resort.

6.4 SYNCHRONIZATION OF SAMPLING SYSTEMS

6.4.1 Simultaneous Testing of Multiple Sampling Systems

Many DUTs contain both ADC and DAC channels, as in the case of the voice-band interface of
Figure 6.1. These channels are often tested simultaneously in an ATE test program to minimize
test time. Simultaneous testing requires a digital pattern loop containing the appropriate samples
to excite the DAC channel. At the same time, an AWG converts another set of samples into
analog form to excite the ADC channel. The response of the ADC is collected directly into ATE
memory for later processing. The DAC response must be digitized before being stored into ATE
memory. The response of each channel would then be analyzed through a postprocessing
frequency-domain operation and judged suitable or not. For example, we might test the gain of
the ADC channel and the DAC channel simultaneously using this approach.

Unfortunately, crosstalk between the ADC and DAC channels can lead to small gain errors if
we use the same test tones in both channels. Often, the gain errors are small enough that we can
live with them. However, if the DAC and ADC have channel-to-channel crosstalk
specifications, we can save some test time by measuring the crosstalk during the gain test. All
we have to do is select slightly different test tones on the DAC side from those used on the ADC
side. Then the feedthrough from DAC to ADC will show up in different bins from the ADC
signals and vice versa. This is made possible by operating the various components of the ATE
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Exercises

6.13. What is the fundamental frequency of 512 samples collected at a rate of 1 MHz? What
is the corresponding UTP?

Ans. 1/512 MHz, 512 ps,
6.14. How many cycles of a 2.1375-kHz sine wave are completed in a 7.953216-ms UTP?
Ans. 17 cycles.

6.15. What is the nearest coherent frequency to 20 kHz when 512 samples are collected at a
rate of 44 kHz? How many cycles are completed in one UTP?

Ans. 20.023 kHz, 233 cycles.

6.16. Using a hand analysis, compute the peak-to-rms ratio of a two-tone multitone described
by Asin(ayt)+ Bsin(wyt).

Ans. \/5 _Ai

JA* + B
6.17. Select the spectral bins of a two-tone signal at 15 and 30 kHz such that minimum
distortion overlap occurs. Assume that the sampling rate is 44.8 kHz and that the UTP must
be less than 100 ms.

Anms. 1501, 2999.

and DUT at different test frequencies but ensuring that they have the same UTP. In turn, this also
implies that the fundamental frequency Fy is the same for all components and will guarantee
coherent sampling sets in both signal paths. Let us consider the following example.

Example 6.6

A DUT’s DAC and ADC both operate at a 32-kHz sampling rate. Find a sampling system that
tests the gain of a DAC channel and an ADC channel simultaneously, as shown in Figure 6. 1
Use three tones at 1, 2, and 3 kHz, with a maximum test tone error of 100 Hz.

Solution:

Let us start by setting the number of samples in the waveform exciting the DUT’s DAC and
ADC at N=1024. Subsequently, the fundamental frequency Fywill be

_ 32 kHz
71024

=31.25Hz
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The desired three tones will then be located in spectral bins of 32, 64 and 96, resulting in the
desired test frequencies of 1, 2 and 3 kHz.

Beginning with the ADC channel test, we shall select the sampling rate of the AWG to be
16 kHz and impose the constraint that it has a fandamental frequency of 31.25 Hz. This in turn
requires that the sample set consist of 512 samples. Using the sampling rate and spectral bins
from the prior example, we will create an AWG waveform with 512 samples, having test tones at
bins 31, 63, and 97. We will source this signal from the AWG at a 16-kHz sampling rate. To
achieve the same fundamental frequency as the AWG signal, the ADC must collect 1024
samples (32 kHz sampling rate/1024 points = 16 kHz sampling rate/512 points). Using this
sampling system we know that the ADC samples will form a coherent sample set.

Next let us consider the DAC channel test. By feeding 1024 samples to the DAC at 32 kHz, we
would create a sampling system with the same fundamental frequency as the ADC. If we then
set the digitizer sampling rate to 16 kHz and collect 512 samples from the DAC output, we
would again achieve a fundamental frequency of 31.25 Hz, guaranteeing coherence. To allow
simultaneous testing of the ADC and DAC gain, we need to select different spectral bins than
those used to test the ADC. We can choose bins 33, 67, and 95 to meet all our testing criteria.

——  —————— ————— ———— ———————

The preceding example demonstrates one of the reasons we prefer to use the same
fundamental frequency for both ADC and DAC. It allows us to make coherent crosstalk
measurements between two supposedly isolated signal paths. The other reason is that the UTP
for the ADC and DAC is identical by definition, assuming we drive the ADC and DAC from the
same digital pattern loop. For instance, if it takes 30 ms to collect the DAC channel samples,
then it also takes 30 ms to collect the ADC channel samples. Identical UTPs drive identical
fundamental frequencies, since the UTP is the inverse of the fundamental frequency.
Sometimes, though, the ADC and DAC are not designed to sample at the same frequency.
Fortunately, the sampling frequencies are often related by a simple integer multiple (i.e., 16 and
32 kHz). In these cases, we can simply collect more samples on one channel than on the other to
achieve identical fundamental frequencies.

Matching all the fundamental frequencies in a particular test would be easy if we could simply
request any arbitrary sampling rate from the ATE instruments. Unfortunately, many ATE testers
have a limited choice of sampling frequencies. Henry Ford once said that you could purchase a
Model T automobile in any color you wanted, as long-as you wanted black. Sometimes a
particular tester architecture gives us a similar choice of sampling rates. For example, we might
have a choice of any sampling frequency we want as long we want a multiple of 4 Hz. In the
remaining sections we shall examine some of the ATE clocking architectures that the test
engineer might encounter.

6.4.2 ATE Clock Sources

Mixed-signal testers use a variety of different approaches to clock generation. The most
common clock generation schemes involve phase-locked loops, frequency synthesizers, or flying
adders. Each of these has strong points and weak points that the test engineer will have to deal
with. Ultimately, though, all the clocks in a mixed-signal tester should be referenced to a single
master clock so that all instrumentation can be synchronized to achieve coherent sampling
systems during each test.
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Figure 6.25. ATE PLL-based digitizer clocking source.

The phase-locked loop (PLL) frequency generator is a circuit that produces an output clock
equal to a reference clock times M over N, where M and N are integers. An example ATE PLL-
based clocking architecture is shown in Figure 6.25. It consists of several counter stages and a
voltage-controlled oscillator (VCO). This PLL is used to generate the sampling clock for a
digitizer. It can use either a fixed 10-MHz internal frequency reference or an externally supplied
reference frequency.

The external reference is required if a DAC output is to be digitized, since a reference clock
would have to come from the same digital pattern generator feeding the DAC its samples, frame
syncs, and other digital signals. The PLL shown in Figure 6.25 operates by first dividing the
reference frequency Frer by N, then by multiplying the result by M through the divide-by-M
counter in the negative feedback loop around the VCO. Finally, the frequency of the VCO output
can be further divided by another counter stage, which divides the output by integer L resulting
in the output sampling frequency F; given by

F,=—Fp (6.43)

This particular example imposes a number of restrictions on the test engineer. First, the
externally supplied reference clock must be between 0 Hz and 20 MHz. Next, the value of N
must be between 2 and 2048. The output of the divide-by-N stage should be as close to 20 kHz
as possible for maximum stability of the PLL. Other frequencies will work, but will introduce
additional jitter into the clock. The VCO output must be between 5 and 10 MHz. The value of
M must be between 256 and 1024. Finally, the value of L must be between 1 and 65535. Every
time the PLL is reconfigured it must be allowed to settle to a stable state, adding a bit of wait
time between tests. Clearly, this clocking architecture is very inflexible and puts a large burden
on the test engineer.

More modern testers allow the test engineer to select a wider range of frequencies using a
frequency synthesizer. Frequency synthesizers work by taking a reference clock (10 MHz, for
example) and passing it through a series of dividers and frequency mixers to produce a very
stable output frequency with very little jitter. These synthesizers also take significant time to
stabilize (25-50 ms), but that is the price paid for low jitter. Synthesizers are not entirely
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Figure 6.26. Clock generation using flying adder delays.

flexible either. For instance, a particular synthesizer may only be able to produce integer
multiples of 4 Hz.

Flying adders can allow an even more flexible clocking source with little settling time, but
they may introduce a little more jitter than a frequency synthesizer. A flying adder works by
using a high-frequency reference clock and calculating the difference between the desired clock
edges and the clock edges produced by the reference clock. Each desired clock edge is generated
by delaying each reference clock edge by a carefully calculated amount of time as shown in
Figure 6.26.

A pew delay time has to be calculated for each delayed clock edge. The calculation is
performed on the fly by an adder circuit, thus the terminology “flying adder.” Because the edges
are generated by programmable delay circuits, flying adders are sometimes more prone to jitter
than frequency synthesizers. However, the frequency stabilization time for a flying adder clock
circuit is nearly instantaneous.

6.4.3 The Challenge of Synchronization

The clocks generated by an ATE tester are sometimes modified further by the instruments or
subsystems that use them. For example, the master clock operating a digital pattern generator
may be divided by an integer before it is applied to the pattern generator’s memory address
counter. The clock divider may have restrictions similar to the ones mentioned in the PLL
example. Digitizers and AWGs often perform even more convoluted operations on the clock
before the final sampling clock is produced.

The following example shows how one particular tester’s clocking architecture is arranged.
The master clock for the tester must be set between 160 and 200 MHz. It must be a multiple of
4 Hz. This clock is divided by an integer 4 to produce the clock for the digital subsystem’s
pattern generator. However, the pattern generator can only run at frequencies less than 25 MHz.
The master clock is also divided by another integer to produce a reference clock for a sigma-
delta-based digitizer.

The digitizer clock input must fall within certain ranges, based on the desired cutoff frequency
of the digitizer’s antialiasing filter. The choice of filter cutoff frequency also places restrictions
on two other integer dividers, the oversample divider (OSD) and the decimation factor (DF).
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These integers must be chosen from a limited set of values listed in a digital filter table. The
final sampling rate of the digitizer is then calculated by the following formula

F, MCLK

F o——Max
* = 4xOSDXDF (6.44)

Clearly, setting up the sampling rates in a mixed-signal tester can be a complicated process.
With all the restrictions placed on a test engineer by the ATE clocking and divider architectures,
it is sometimes impossible to find an acceptable sampling system for a given test. It can be a
maddening process to calculate a coherent sampling system without violating any of the tester’s
clocking rules. The digital pattern must run at a particular frequency, specified in the DUT’s
data sheet. The DUT’s DAC and ADC must run at particular frequencies. The tester’s clocks
must fall within certain ranges at each stage in the frequency divider chains. Sample sizes
should be powers of two for use of efficient FFT routines. Constant reprogramming of the
master clock may add extra test time because of frequency synthesizers. Finally, all the
sampling rates and number of points must result in the same fundamental frequency for all the
DACs and ADCs in the DUT and tester.

Since each tester presents a totally different set of clocking restrictions, this book will not
attempt to teach a general approach to working through the clock and clock divider calculations.
The basic rules of coherent sampling theory taught in this chapter apply to all testers, regardless
of clocking peculiarities. The clock calculation task can be handled by software tools or by long-
hand calculations on paper. Either way, the test engineer will have to spend time learning about
a tester’s clocking architecture and its restrictions so that the inevitable tradeoffs in test time and
performance can be made in an informed manner.

Exercises

6.18. An ATE PLL-based clock source such as the one in Figure 6.25 is set with the divide-
by-N counter equal to 1024, the divide-by-M equal to 512, and the divide-by-L equal to 64.
With a reference frequency of 25 MHz, what is the output sampling frequency? Are all
frequency constraints met in this configuration?

Ans. 195.3125 kHz. Yes, intermediate frequencies are 24.414 kHz and 12.5 MHz.

6.5 SUMMARY

In this chapter, we have presented an introduction to sampling theory and coherent sampling
systems as they are applied in mixed-signal ATE testing. While the treatment of this material is
not as thorough as one might encounter in a signal processing textbook, this level of coverage
should be adequate for beginning mixed-signal test engineers. Thus far, we have only seen how
coherent multitone sample sets are created, sourced, and captured. In the next chapter, we will
explore the use of digital signal processing algorithms, such as the fast Fourier transform (FFT),
in the analysis of the samples collected during a coherent mixed-signal test. As we will see,
digital signal processing allows a combination of low test time and high accuracy not possible
with conventional, purely analog instrumentation.
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Problems

6.1. For the following parameters of a sampled sine wave (4, ¢, N, and M), calculate the
frequency of the resulting sine wave assuming a sampling rate of 1 Hz. What are the
UTP and the fundamental frequency related to this collection of samples?

(a) 4=2, ¢=0, N=32, and M=1 (d) 4=1, ¢=0, N=64, and M=33
(b) 4=1, ¢=m2, N=64, and M=13 (e) 4=1, ¢=0, N=128, and M=65

(c) 4=2, ¢= /8, N=64, and M=5 (f) 4=0.5, =58, N=32, and M=2.5

6.2. Using MATLAB or an equivalent software program, plot the samples of the signals
described in Problem 6.1 over its UTP.

6.3. Repeat Problems 6.1 and 6.2 with a sampling rate of 8 kHz.

6.4. Using the square characteristic pulse defined in Example 6.2, reconstruct the samples
obtained in Problem 6.1 and determine the frequency of the resulting sine wave. Identify
any situation where aliasing occurs.

6.5. Using the triangular characteristic pulse defined in Example 6.1, reconstruct the samples
obtained in Problem 6.3 and determine the frequency of the resulting sine wave. Identify
any situation where aliasing occurs.

6.6. Using a second-order hold function where the interpolation is done by passing a quadratic
function through the points at (n-2)T;, (n-1)T;, and nT, reconstruct the samples obtained
in Problem 6.1. How does the reconstructed waveform compare to a zero-order hold
function (square pulse) and a first-order hold function (triangular pulse)?

6.7. If a digital sinusoidal signal described by 4=1, ¢=0, N=32, and M=5 is played through a
DAC and speaker arrangement whose sampling rate is 8 kHz, what analog frequency will
be heard? Repeat for 4=1, ¢=0, N=32, and M=25. Hint: Reconstruct the discrete signal
using MATLAB and observe the frequency of the reconstructed signal.

6.8. What is the LSB of an ideal 12-bit ADC that has a full-scale input range of 0-3 V? What
is the expected RMS value of the corresponding quantization noise?

6.9. If an ideal 8-bit ADC has a 400 pV RMS quantization noise component, what would be
the noise component for a 5-bit ADC having the same input range?

6.10. A 6-bit ADC with an analog input range from —1.5 to +1.5 V gives an output of code of
37 for a code range beginning at 0 and ending at 63. What are the minimum and
maximum values of the input voltage corresponding to this output code?

6.11. What is the RMS value of the error induced by an ADC having an RMS sampling jitter of
250 ps while measuring a 1-V amplitude sinusoid with a frequency of 20 kHz?

6.12. In each of the following questions, assume a 1 LSB maximum allowable voltage error.
What is the maximum allowable sampling jitter that a 10-bit ADC can tolerate when it
has a full-scale input range of 3 V and converting a 1-V amplitude sinusoid with a
frequency of 20 kHz?
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What is the maximum allowable sampling jitter that an 8-bit DAC can tolerate when it
has a maximum sampling rate of 10 MHz?

If a 6-bit DAC has an RMS sampling jitter of 100 ps, what is the maximum sampling
rate?

If an ADC or DAC is controlled by a clock circuit with a minimum clock period of 10 ns
and RMS jitter of 250 ps, what is the maximum conversion resolution possible with
either the ADC or DAC?

What is the RMS value of the uncertainty associated with a signal sampled by a 10-bit
ADC having an RMS clock jitter of 100 ps. The ADC has a full-scale range of 5 V and
Nyquist frequency of 1| MHz. Hint: Independent errors add in a mean-squared sense,

ie., vzmm-:ws = vzq—mws +vzj-RMS .

What is the RMS value of the uncertainty associated with a signal sampled by a 6-bit
ADC having an RMS clock jitter of 1 ns. The ADC has a full-scale range of 5 V and
Nyquist frequency of 1 MHz.

Plot the quantization error sequence that results after exciting a 6-bit ADC with a full-
scale amplitude sine wave. Use the MATLAB routine given in Example 6.4 for the
quantizer. Compute the mean and RMS value of the quantization noise sequence.
Repeat for an 8-bit quantizer. How does the mean and RMS value compare with theory in
the two cases?

What is the fundamental frequency of 1024 samples collected at a rate of 20 kHz? What
is the corresponding UTP?

How many cycles of a 20-kHz sine wave are completed in a 0.8-ms UTP? How many
cycles of a 20-kHz sine wave are completed in a 0.79-ms UTP? If the signals are repeated
indefinitely, which ones are coherent?

What are the coherent frequencies associated with 16 samples collected at a rate of
1 kHz?

Using MATLAB or an equivalent software program, plot a multitone signal consisting of
three unity amplitude sine waves with frequencies of 1, 5, and 11 kHz over a UTP of
1 ms. Assume that the phase shifts are all zero.

For the multitone signal described in Problem 6.22, using the random selection method
described in Section 6.3.3 search for the phases of three tones such that the peak-to-RMS
value is in a ratio of approximately 3.35:1. Provide a plot to illustrate your result.
Investigate the sensitivity of the peak-to-RMS value by changing the phase of each tone
by 1% and computing the change in the peak-to-RMS value.

The Newman phase selection criterion’ relies on selecting the phase of the K" tone of a
multitone signal according the quadratic expression given by¢, =(z/N )(k—l)z. Using

this equation, determine the phases of the 3-tone multitone signal of Problem 6.22 and
compare its peak-to-RMS value to the ideal value of 3.35. Investigate the sensitivity of
the peak-to-RMS value by changing the phase of each tone by +1% and computing the
change in the peak-to-RMS value.

Using MATLAB or an equivalent software program, plot a multitone signal consisting of
100 unity-amplitude sine waves distributed across a frequency range of 100 kHz over a
UTP of 1 ms. Determine the phases of each tone such that the peak-to-RMS value
approaches the ideal value of 3.35.
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6.26. Select the spectral bins of a four tone signal at 1, 2, 3, and 4 kHz such that minimum

distortion overlap occurs. Assume that the sampling rate is 44.8 kHz and that the UTP
must be less than 100 ms. The accuracy of the test frequencies should be less than
+100 Hz. Justify your answer by providing the appropriate distortion tables.

6.27. An ATE PLL-based clock source is set with the divide-by-N counter equal to 4096, the

divide-by-M equal to 512, and the divide-by-L equal to 128. With a reference frequency
of 200 MHz, what is the output sampling frequency?

6.28. An ATE PLL-based clock source has a divide-by-N counter with a range from 1 to 1024,

a divide-by-M counter with a range from 1 to 256 and a divide-by-L with a range of 1 to
65535. With a reference frequency of 200 MHz, what is the range of the output sampling
frequency?
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CHAPTER

DSP-Based Testing

7.1 ADVANTAGES OF DSP-BASED TESTING

7.1.1 Reduced Test Time

In Chapter 6, we briefly touched on the advantages of DSP-based testing before beginning our
review of sampling theory. In this chapter, we will take a more detailed look at digital signal
processing and the power it gives us in testing mixed-signal devices. Although a full stud?' of
DSP is beyond the scope of this book, many good texts have been written on the subject.” In
this chapter, we will review the basics of DSP, limiting our discussion to discrete (i.e., sampled)
waveforms of finite length.

Coherent DSP-based testing gives us several advantages over traditional measurement
techniques. The first advantage of DSP-based testing is reduced test time. Since we can create
and measure signals with multiple frequencies at the same time, we can perform many
parametric measurements in parallel. If we need to test the frequency response and phase
response of a filter, for example, we can perform a series of gain and phase measurements at a
dozen or so frequencies simultaneously.

DSP-based testing allows us to send all the filter test frequencies through the device under test
(DUT) at the same time. Once we have collected the DUT’s output response using a digitizer or
capture memory, DSP allows us to separate each test tone in the output waveform from all the
other test tones. We can then calculate a separate gain and phase measurement at each frequency
without running many separate tests. We can also measure noise and distortion at the same time
that we measure gain and phase shift, further reducing test time.

7.1.2 Separation of Signal Components

Separation of signal components from one another gives us a second huge advantage over non-
DSP-based measurements. We can isolate noise and distortion components from one another
and from the test tones. This allows for much more accurate and repeatable measurements of the
primary test tones and their distortion components.

Using coherent test tones, we are always guaranteed that all the distortion components will
fall neatly into separate Fourier spectral bins rather than being smeared across many bins (as is
the case with noncoherent signal components). DSP-based testing is a major advantage in the
elimination of errors and poor repeatability.
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7.1.3 Advanced Signal Manipulations

In this chapter we will see how DSP-based testing allows us to manipulate digitized output
waveforms to achieve a variety of results. We can perform interpolations between the samples to
achieve better time resolution. We can apply mathematical filters to emphasize or diminish
certain frequency components. We can remove noise from signals to achieve better accuracy.
All these techniques are made possible by the application of digital signal processing to sampled
DUT outputs.

7.2 DIGITAL SIGNAL PROCESSING

7.2.1 DSP and Array Processing

Before we embark on a review of digital signal processing, let us take some time to define
exactly what a digital signal is. Then we shall look at the different ways we can process digital
signals. There is a slight semantic difference between digital signal processing and array
processing. An array, or vector, is a set of similar numbers, such as a record of all the heights of
the students in a class. An example of array processing would be the calculation of the average
height of the students. A digital signal is also a set of numbers (i.., voltage samples), but the
samples are ordered in time. Digital signal processing is thus a subset of array processing, since
it is limited to mathematical operations on fime-ordered samples. However, since most arrays
processed on an ATE tester are in fact digital signals, most automated test equipment (ATE)
languages categorize all array processing operations under the umbrella of DSP. So much for
semantics!

ATE digital signal processing is often accomplished on a specialized computer called an
array processor. However, tester computers have become faster over the years, making a
separate array processor unnecessary in some of the newer testers. Depending on the
sophistication of the tester’s operating system, the presence or absence of a separate array
processor may not even be apparent to the user.

There are many array processing functions that prove useful in mixed-signal test engineering.
One simple example is the averaging function. The average of a series of samples is equivalent
to the DC offset of the signal. If we want to measure the RMS noise of a digitized waveform, we
must first remove the DC offset. Otherwise the DC offset would add to the RMS calculation,
resulting in an erroneous noise measurement. We can compute the DC offset of the digitized
waveform using an averaging function. Subtracting the offset from each sample in the waveform
eliminates the DC offset. In MATLAB, we might accomplish the DC removal using the following
simple routine: '

% DC Removal Routine
% Calculate the DC offset (average) of a waveform, x
average=sum(x)/length(x);
% Subtract offset from each waveform sample
X=x-average;

This DC removal routine can be considered a digital signal processing operation, although a
dedicated array processor is not needed to perform the calculations. Fortunately, we are able to
take advantage of many built-in array processing operations in mixed-signal testers rather than
writing them from scratch. These built-in operations are streamlined by the ATE vendor to allow
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the fastest possible processing time on the available computation hardware. For example, some
of the computations may take place in parallel using multiple array processors, thus saving test
time. Although tester languages vary widely, the following pseudocode is representative of
typical ATE array processing operations:

float offset, waveform[256];
offset = average( waveform[ 1 to 256 ] );
waveform = waveform - offset;

Not only are the built-in operations simpler to read, they often execute faster than user-
defined routines written in a language such as C. The following are examples of array
processing functions that are typically included in an ATE array processor. The term “vector”
refers to an array of values, while the term “scalar™ refers to a single value.

vector average: average value of an array

vector RMS: root mean square of the values in an array

max/min: locate and report the maximum and minimum values in an array
vector add: add two arrays

add scalar to vector: add a constant to each element in an array

subtract scalar from vector: subtract a constant from each element in an array

vector multiply: multiply two arrays
multiply scalar by vector: multiply a constant by each eilement in an array
divide vector by scalar: divide each eiement in an array by a constant

Digital signal processing operations are somewhat more complicated than the simple array
processing functions listed. Operations such as the discrete Fourier transform (DFT), fast
Fourier transform (FFT), inverse FFT, and filtering operations will require a little more
explanation.

7.2.2 Fourier Analysis of Periodic Signals

The tremendous advantage of DSP-based testing is the ability to measure many different
frequency components simultaneously, minimizing test time. For example, we can apply a
seven-tone multitone signal such as the one in Figure 6.22 to a low-pass filter. The filter will
amplify or attenuate each frequency component by a different amount according to the filter’s
transfer function. It may also shift the phase of each frequency component.

It is easy to see how we can apply a multitone signal to the input of a filter. We simply
compute the sample set in Figure 6.22 and apply it through an arbitrary waveform generator
(AWG) to the input of the filter. A digitizer can then be used to collect samples from the output
of the filter. But how do we then extract the amplitude of the individual frequency components
from the composite signal at the filter’s output?

The answer is a Fourier analysis. It is a mathematical method that gives us the power to split
a composite signal into its individual frequency components. It is based on the fact that we can
describe any signal in either the time domain or the frequency domain. Fourier analysis allows us
to convert time-domain signal information into a description of a signal as a function of
frequency. Fourier analysis allows us to convert a signal from the time domain to the frequency
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domain and back again without losing any information about the signal in either domain. This
powerful capability is at the heart of mixed-signal testing.

Jean Baptiste Joseph Fourier was a clever French mathematician who developed Fourier
analysis for the study of heat transfer in solid bodies. His technique was published in 1822. 175
years later, the importance of Fourier’s work in today’s networked world is astounding.
Applications of his method extend to cellular telephones, disk drives, speech recognition
systems, radar systems, and mixed-signal testing to name just a few.

7.2.3 The Trigonometric Fourier Series

Fourier’s initial work showed how a mathematical series of sine and cosine terms could be used
to analyze heat conduction problems. This became known as the trigonometric Fourier series
and was probably the first systematic application of a trigonometric series to a problem. At the
time of his death in 1830, he had extended his methods to include the Fourier integral leading to
the concept of a Fourier transform. The Fourier transform is largely applied to the analysis of
aperiodic signals. Mixed-signal test engineering is primarily concerned with the discrete form of
the Fourier series and, specifically, coherent sample sets. Therefore, we shall limit our
discussion mainly to the Fourier series.

Let x(¢) denote a periodic signal with period T such that it satisfies
x(6)=x(¢+T) A (7.1)

for all values of —o < t < oo, Using a trigonometric Fourier series expansion of this signal, we
are able to resolve the signal into an infinite sum of cosine and sine terms according to

x(t)=ay+ i[ak cos(kx2m f t)+b, sin(kx27rfot)] (7.2)
k=1

The first term in the series ao represents the DC or average component of x(f). The coefficients
a; and by represents the amplitudes of the cosine and sine terms, respectively. They are
commonly referred to as the spectral or Fourier coefficients and are determined from the
following integral equations:

1 T
a =-T-6[x(t) dt
27 2
a == Ix(t)cos(k—t)dt (73)
T, T
2T 2w
be== Jx(t)sin(th)dt

The frequency of each cosine and sine term is an integer multiple of the fundamental
frequency f, = 1/T, referred to as a harmonic. For instance, the quantity kf, represents the kth
harmonic of the fundamental frequency.
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A more compact form of the trigonometric Fourier series is

x(’)=ick cos (kx27 f,t - ¢y ) (74)
k=0

where

tan™ (b—k) ifag 20
a (7.5)

Cp = akz +bk2 and ¢k =
m+tan”! (E"-) ifa; <0
ay

This result follows from the trigonometric identity: cos( 4+ B) = cos (4)cos(B)—sin(4)sin(B).

We prefer this representation as it lends itself more directly to graphical form. Specifically,
vertical lines can be drawn at discrete frequency points corresponding to 0, f5, 2fo, 3fo, and so on,
with their heights proportional to the amplitudes of the corresponding frequency components,
that is, ¢k versus &f,. Such a plot conveys the magnitude spectrum of x(f). Likewise, a phase
spectrum can be drawn in the exact same manner except that the heights of the vertical lines are
proportional to the phases ¢ of the corresponding frequency components. The following
example illustrates these two plots for a 5-V, 10-kHz clock signal.

—

Example 7.1

Determine the Fourier series representation of the 5-V, 10-kHz clock signal shown in Figure 7.1
and plot the corresponding magnitude and phase spectrum.

10%s 40

5V

oV >,

Figure 7.1. 10-kHz clock signal.

Solution:

The spectral coefficients are determined according to Eq. (7.3) as follows

1 [O.SX'I"O" IOj“ 1 ( N _4)
@ =— 0di+ [ 5dti=—7p 5(10%-05x107)=25
10 0 0.5x107* 10
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2 0.5x107* 107
a =—— I 0 cos(k 10* 27 t)dt+ I 5 cos(k 104 27 t)dt
10 0 0.5x107
107
=0

= sin(k 10 27 ¢
kx 0.5x107

2

0.5x10™ 107*
b = ——
04

[ o sin(k 10* 27 t)dt+ [ s sin(k 10* Zﬂt)dl]
0 0.5x10™ )
107 5

=—— [cos(kx)—cos(k 27)]

=-—i cos(k 107 27 t)
kr o0 K%

For even values of k, the term [(—1)’c —1]=0, hence the clock signal consists of only odd
harmonics. Therefore,

[ 0 keven
b"=|-1—° k odd
kr

The Fourier series representation then becomes

x(t)=2.5 - ‘Z Esin(k 27 10% 1)
k=1, k odd <%

or, when written in the form of Eq. (7.4), becomes

x()=25+ Y 1—o-cos(k 2 10 t+£)
k=1, k odd k¥ 2
ascos(x+7/2) =—sin(x) and cos(x—7/2)=sin(x). The comresponding magnitude and phase
spectrum plots are then as shown in Figure 7.2.
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Figure 7.2. Magnitude and phase spectrum plots of 10-kHz clock signal.



It is instructive to view the behavior of the Fourier series representation for the clock signal of
the previous example consisting of 10 and 50 terms. This we show in Figure 7.3 superimposed
on one period of the clock signal. Clearly, as the number of terms in the series is increased, the
Fourier series representation more closely resembles the clock signal. Some large amplitude
oscillatory behavior occurs at the jump discontinuity. This is known as Gibb’s phenomenon and
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is a result of truncating terms in the Fourier series representation.
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Figure 7.3. Observing the Fourier series representation of a clock signal for 10 and 50 terms. Superimposed
on the plot is the original clock signal.

7.2.4 The Discrete-Time Fourier Series

As mentioned previously, sampling is an important step in mixed-signal testing. To understand
the effects of sampling on an arbitrary periodic signal, consider sampling the general form of the
Fourier series representation given in Eq. (7.2). Assuming that the sampling period is Ts, we can
write

x(t)|t=nT =a, +i[a,‘ cos(k 2z f, nT,)+b; sin(k 27 f, "Ts)] (7.6)
s k=1
As F;=1/T,, we can rewrite Eq. (7.6) as
x(t)|t=nTs =g, +Z:l{a,‘ cos[k[z;t;fo Jn:'+b,‘ sin[k(?";;ﬁ Jn]} .70

In this form we see that the frequency of the fundamental is a fraction f,/F; of 27 Further, this

term no longer has units of radians per second but rather just radians. To distinguish this from
our regular notion of frequency, it is commonly referred to as a normalized frequency, as it has
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Exercises

7.1. Find the trigonometric Fourier series representation of a square-wave x(f) having a period
of 2 s and whose behavior is described by:

+1 if0<z<1
@®= :
-1 ifl<z<2
Ans. x(t)= —(smm+ ! —sin37mt +— ! —sin St +-- )
T 3 5
7.2. Express the Fourier series in Exercise 7.1 using cosine terms only.

Ans. x(t)=i cos(m—l +lcos(3m—£)+lcos(5ﬂ LY P
/4 2) 3 2) 5 2

7.3. Find the Fourier series representation of a square-wave x(¢) having a period of 4 s and
whose behavior is described by:

(1) = 1if-l1<t<l
0ifl<z<3

1 2 .1 3z 1 Sm
Ans. x(t)==—-—| cos—t—=C0S——1+—COS~=—f —+-+-
2 z 2 3 2 5 2

been normalized by the sampling frequency F;. Except for the time reference 7 on the left-hand
side of the equation, the information about the time scale is lost. This is further complicated by
the fact that one usually uses the shorthand notation

x[n]=x(t)|,=,,Ts (18)

and eliminates the time reference altogether. The discrete-time signal x[n] is simply a sequence
of numbers with no reference to the underlying time scale. Hence, the original samples cannot be
reconstructed without knowledge of the original sampling frequency. Therefore, a sampling
period or frequency must always be associated with a discrete-time signal, x[n].

For much of the work in this textbook, we are concerned with coherent sampling sets, that is,
UTP = NI, or, equivalently, f, =1/UTP=F; =F, /N . Equation (7.7) can then be reduced to

x[n]=a, +:Z:;{ak cos[k(-z—;-)n]+bk sin[k(%)n]} {1.9)

where the frequency of the fundamental reduces to 1/N , albeit normalized by F.. ‘




As the original continuous-time signal x(¢) is periodic and sampled coherently, x{n] will be
periodic with respect to the sample index n, according to
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x[n]=x[n+N] (7.10)

As the roles of n and k are interchangeable in the arguments of the sine and cosine terms of
Eq. (7.9), it suggests that x{n] will also repeat with index k over the period N. Through a detailed
trigonometric development outlined in the appendix at the end of this chapter, we can rewrite the
infinite series given by Eq. (7.9) as the sum of N/2 trigonometric terms as follows (here it is
assumed N is even, as is often the case in testing applications)

x[n]=dg + Nfl {ak cos[k(—zlg)njl +b; sin [k(%:;—) n]}+&N/2 cos(7n) (7.11)

k=1

where

o0

3= imn G = 2 (FemN +Nkemn) N2 T D ONj2emN
m=0 m=0 m=0 (7.42)

o0

be =Y. (beemn —BN-kemn)

m=0

Here 4, represents the amplitude of the cosine component located at the kth Fourier spectral bin.

Likewise, I;k is the amplitude of the sine component located at the kth Fourier spectral bin. Of
course, dyrepresents the DC or average value of the sample set. The equations of Eq. (7.12)

represent the sum of all aliases terms that arise during the sampling process. Since we are
assuming that the original continuous-time signal is frequency band-limited, the sums in
Eq. (7.12) will converge to finite values.

As before, Eq. (7.11) can be written in a more compact form using magnitude and phase

notation as
Nf2
x[n}= ﬁék cos[k(z—”)n—ék] (7.13)
k=0 N

where

- = = - a
Ck =\/ak2 +bx? and .= k..
7 +tan”! (13—"} ifax <0 (7.14)
ak

Equation (7.13) can then be graphically displayed using a magnitude and phase spectrum plot.
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The importance of the above expressions cannot be understated, as it relates the spectrum of a
sampled signal to the original continuous-time signal. Further, it suggests that a discrete time
signal has a spectrum that consists of, at most, N/2 unique frequencies. Moreover, these
frequencies are all harmonically related to the primitive or fundamental frequency of YN
radians. This representation is known as a discrete-time Fourier series (DTFS) representation of
x[n] written in trigonometric form. It will form the basis for all the computer analysis in this
text.

—
e —
Example 7.2

Calculate the DTFS representation of the 10-kHz clock signal of Example 7.1 when sampled at a
100-kHz sampling rate.

Solution:

With a 100-kHz sampling rate, 10 points per period will be collected in one period of the 10-kHz
clock signal (i.e., N=10). Using the equations for the spectral coefficients in (7.12), together
with the Fourier series result of Example 7.1, we find the &; coefficients are as follows

dg= . dos10m = =2.5
m=0

‘ @ = 3 (kiom *+ G10-keiom) =0 ke {1,234}
UG o =

5= asiom =0
m=0
Subsequently, the l;k coefficients for k= 1, 2, ..., 4 (by definition, 50 =0 and 55 =0) are found
as follows

0 k even

o0

b = Z;)(bkﬂom =bio-ksiom) =1 _10 i ( 1 1 ] k odd
) (

”m:O

k+10m) (10—k-+10m)

Here the summation involves the difference between two harmonic progressions where no
closed-form summation formulas are known to exist. Subsequently, a numerical routine was
written that summed the first 100 terms of this series. The result is

b =-307516; b,=0; By=-0.72528; by=0

According to Eq. (7.11), the discrete-time Fourier series representation for the clock signal then

becomes
x[n]=2.5-3.07516 sin[l(%)n]-o.nszs sin[3(%z-)n]
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or, using magnitude and phase notation, we write

x[n]=2.5+3.07516 cos[l(-z-’iJn+3'-]+o.72528 cos[3(—2£Jn +1'-]
10 2 10 2
It is important for the reader to verify the samples produced by the above discrete-time Fourier
series. Evaluating x[n] for one complete period (i.e., n={0, 1, 2, ...9}), we obtain x={2.5, 0.0027,
0.0017, 0.0017, 0.0027, 2.5, 4.9973, 4.9983, 4.9983, 4.9973}. As expected, all the samples
correspond quite closely with samples from the original signal, as shown in Figure 7.4.

x[n]

4 6
sample, n

Figure 7.4. Comparing the samples of a DTFS representation and the original clock signal. Also shown is
the DTFS as a continuous function of n.

The small difference can be contributed to the error that results from including only 100 terms in
the summation of the b, coefficients. Of particular interest is the value that the discrete-time
Fourier series assigns to the waveform at the jump discontinuity. In general, the sample value at

a jump discontinuity is ambiguous and undefined. Fourier analysis resolves this problem by
assigning the sample value of the discontinuity as the midway point of the jump. In this

particular case, the midpoint of each jump discontinuity is(5-0) / 2=25.

Also shown in the plot of Figure 7.4 is a graph of the DTFS representation as a continuous
function of sample index, n. It is interesting to note that the samples are the intersection of this
continuous-time function with the original clock signal.

When analyzing a waveform collected from a DUT we want to know the spectral coefficients
a, and I;k or ¢and 45k so that we can see how much signal power is present at each frequency
and deduce the DUT's overall performance. Thus far, we have only considered how to compute
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the spectral coefficients from a Fourier series expansion of a continuous-time waveform. As we
shall see, there is a more direct way to compute the spectral coefficients of a discrete-time
Fourier series from N samples of the continuous-time waveform. In fact, we shall outline two
methods: one that highlights the nature of the problem in algebraic terms and the other involving
a closed-form expression for the coefficients in terms of the sampled values.

To begin, let us consider that we have N samples, denoted x[n] for n=0, I, 2,....N-1, Consider
that each one of these samples must satisfy the discrete-time Fourier series expansion of

Eq. (7.11). This is rather unlike the Fourier series expansion for a continuous-time signal that
consists of an infinite number of trigonometric terms.

In practice, the summation must be limited to a finite number of terms, resulting in an
approximation error. The discrete-time Fourier series, on the other hand, consists of only N
trigonometric terms and, hence, there is no error in its representation. Therefore, we can write
directly from Eq. (7.11) at sampling instant n=0

N/2-1
x[0]=dy + i {a cos[0]+5; sin[0]} +dy, cos[0]
R i (7.15)
=qpta+ "'+aN/2_1 +(1N/2

Next, at n=1, we write

x[1]=d, + ”f‘ {Ek cos k(%)] +B, sin [k (35—)]} + iy cos[7]

k=1

[
=&y +d cos [(%)]4-1;, sin [(%]}F a, cos[z(?ﬁ—’,’)]ﬂusz sin [2 (%”)} 119
+diy /3 COS [(%—1) (Eg—)] +byjpysin [(%-1)(%’)} +dy, cos[7]

Similarly, for n=2, we write

x[2]=d +Ngl {ak oos[zk(?Nﬁ)]+5k sin [Zk (3;-)]}45,‘,/2 cos(27)

= Gy +3d cos [2 (—21\-,75)]+5, sin [2 (27”)] +d, 005[4 (%—)] +b, sin [4(-2]—:;-)]+ < An)
+ainjy cos[Z (%’--1)(-2&’5)}5,‘,/2_, sin [2(-’}- 1) (27\,’5)} dyy; cos(27)

Continuing for all remaining sampling instants, up to n=N-1, we can write the Nth equation as
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x[N-1]=d, +N§l {5k cos[(N—l)k(ZTv’f)]+5k sinl:(N—l)k(—z—;—)]}+ ayjpcos[(N-1)x]

=G, +5leos|:(N—1)(£;—)]+51 sin[(N—l)(%’)]mz cos[Z(N—l)(-ZI—;r-)]
+Ezsin[2(N-1)(-ZN£)]+ +aN/2_lcOs|:(%_1)(N 1)(2;,:)] (7.18)

+5N/2-1 sin[(%—l](N—l)(%J]+&N/2 cos[(N—l)zr]

Finally, on observing the behavior of each one of these equations, we find that all the
trigonometric terms have numerical values and the only unknown terms are the spectral
coefficients. In essence, we have a system of N linear equations in N unknowns. Straightforward
linear algebra can then be used to compute the spectral coefficients. For instant, if we define
vectors

C=[ay & by ap by - ayy]

" x=[x[0] *{1] *[2} - <[ -1]]
oo slooF)] - i) 0]
o] sfon] - L] A
" ol onf®] - ] 53]
! eos[ V- u(j’,')] s rw5F)] sG] (5 h-f3)]

X=WC {(7.19)
Multiplying both sides by w7, the spectral coefficients are found as follows
C=wlx (7.20)

The next example will illustrate this method on the clock signal samples from Example 7.2. B
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Example 7.3

Consider from Example 7.2 that the clock signal samples are ={2.5, 0.0, 0.0, 0.0, 0.0, 2.5, 5.0,
5.0, 5.0, 5.0}. Compute the spectral coefficients of the DTFS using linear algebra.

Solution:

Using the procedure described, we can write the following system of linear equations in matrix

form:

251 1 1 0 1 0 1 0 1 0 1 'a(,]
0 [1 0809 058 0309 0951 -0309 0951 -0.809 0588 -—1||a
ol |1 0309 0951 -0.809 0.588 -0.809 -0.588 0309 -0951 1|4
ol [1 -0309 0951 -0.809 —0.588 0.809 -0.588 0.309 0951 -1||a;
0| {1 -0809 0588 0309 -0951 0309 0951 -0.809 -0588 1 b,
250 |1 -1.000 0.000 1.000 0.000 -1.000 0.000 1.000 0000 -1|a;
5| |1 -0809 -0.588 0309 0951 0309 -0951 —0.809 0588 1 |[h
5| [1 -0309 -0951 -0.809 0.588 0809 0.588 0309 -0951 -1} )a,
5| 11 0309 -0951 -0.809 —0.588 -0.809 0.588 0309 0951 1 ||}b,
[ 5] |1 0809 0588 0309 —0951 -0.309 -0951 —0.809 -0.588 ~—1]|as]

Using the matrix routines available in MATLAB, we obtain the following spectral coefficients:

.1 [2500]
—~ - ) c~0 0
%1 T 2500 ] %
& 0 5| | 3078
e T
l_’l -3.078 & A
) 0 & 0
bl | o - &l | o
A 0 & | 10.7265
by | |~07265 {% _%
s 0 Gl o
by 0 % 0
Lés L0 i 0
. _¢5- h, 0 ’~

On comparison with the results in Example 7.2, we see that they agree reasonably well (the small
difference is attributed to the series truncation as explained in the last example). The latter set of
magnitude and phase coefficients was derived using (7.14).

—
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The preceding example highlights the fact that the spectral coefficients of the discrete-time
Fourier series are determined by straightforward linear algebraic methods. Another method
exists for finding the spectral coefficients and one that is much more insightful as it provides a
closed-form solution for each spectral coefficient. To arrive at this solution, we need to consider

the orthogonal property of cosines and sines. Specifically, consider the following set of
orthogonal basis functions

N1 ) 5 0, forpzk
Zcos[p(-}—?)n]cos[k(%)n]: N/2; forp=k=#0
n=0 N; forp=k=0
= [ (27!') ] [ {; forp#k

sin| p| — |n [sin| k =
fart N NJ2; forp=k#0

=0 forallp

)
)

zl's.’ ZIS’

Sl k(2]

Armed with these identities, we multiply Eq. (7.11) with cos {k(%)n] and sum n from 0 to

N-1 on both sides to obtain’

L a2 1o
_Nz-llx["]COS[k(z;Jn], k=12,...,N/2-1

Likewise, we multiply Eq. (7.11) with sin [k (%Jn:l and sum 7 from 0 to N-1 on both sides to

obtain

I;k=%[\§x[n]sin[k(—2£—]n] k=12,.. ,N[2-

n=0

" In many textbooks, a single expression for a; is usually written as was done for b,. This is achieved by writing the
discrete-time Fourier series as

x[n]= f’;i+ Ngl{ak cos[k(%)n]ﬂ;k sin[k(%)n]}+ a’;/z cos(7n)



204 An Introduction to Mixed-Signal IC Test and Measurement

The details are left as an exercise for the reader in Problem 7.7.

ExampI;77.l;
Repeat Example 7.3 but compute the spectral coefficients of the DTFS using the orthogonal

basis method.

Solution:
With x={2.5, 0.0, 0.0, 0.0, 0.0, 2.5, 5.0, 5.0, 5.0, 5.0}, we can compute from Eq. (7.22) the
following coefficients

ao=%[2.5+0+0+0+0+2.5+5+5+5+5]=2.5

i =%{z.scos[(l)(%)(o)]+z.scos[(l)(f—g-)(s)]+5cos[(1)(-f%)(6)]
+5ms[(1)(%)(7)]+ 5cos[(l)(%)(8)]+5cos[(l)(%)(9)]}

Continuing, we find @, =0, d; =0, &, =0, and s =0. Likewise, from Eq. (7.23)
b =%{2.5 sin[(l)(?—g)(O)]+ 2.55in[(1)(1£0)(5)]+5sin[(1)(%)(6)]
+5sin[(1)(-12§)(7)]+5sin [(1)(%)(8)]+55in[(1)(—12%:—)(9)]}=—3.07

and b, =0 and bs =0. Not surprising, the results are identical to those found in Example 7.3.
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Exercises
7.4. Using the summation formulae in Eq. (7.16), determine the DTFS representation of the

Fourier series representation of x(¢) given in Exercise 7.1. Use 10 points per period and limit
the series to 100 terms. Also, express the result in magnitude and phase form.

12301 sin| [ 2% |n |+0.2901 sin 3(2—”-);;
10 10

1.2301 cos (E”-)n—f +0.2901 cos 3(E)n-£
10) 2 10/ 2

7.5. A sampled signal consists of the following 4 samples: {0.7071, 0.7071, -0.7071,
-0.7071}. Using linear algebra, determine the DTFS representation for these samples. Also,
express the result in magnitude and phase form.

o | () poron [
o] )-5]

7.6. A sampled signal consists of the following set of samples {0, 1, 2, 3, 2, 1}. Determine the
DTFS representation for this sample set using the orthogonal basis method. Also, express the
result in magnitude and phase form.

1.5-1.333 cos [(%} n] +0.1667 sin [3(2%;-) n]
by 4 by 4 y 4
1.5+1.333 cos [(?) n —z} +0.1667 cos [3(—6—)71 ——2-]

Ans

Ans.

Ans.

7.2.5 Complete Frequency Spectrum

One of the most important insights that can be obtained from the closed-form expression for the
spectral coefficients is how they behave beyond the rangek =0,...,N/2. To begin, consider
evaluating Eq. (7.22) over the range k = N/2,...,N. On doing so, we write

-I_N-]x[n]cos[k(—zzt—)n], k=N/2,N

. N. 2 N

a, =
5 N-1 7 (7.24)
FZ:OX["]COS[]{(WJ"], k=N/2+1,...,N-1



206 An Introduction to Mixed-Signal IC Test and Measurement

Here, only the cosine terms are affected by the index k. Next, if we consider the change of
variable substitution, kK — N — k, Eq. (7.24) can be re-written as

1 N-}

n_ox[n]cos[N k)(N]n}, k=0,N/2
%gx[n]cos[(zv-k)(%’i]n], k=1... N/2-1

Ay =

However, cos| (N —k)(27/N) n]= cos[ k(27/N) n], allowing us to write Eq. (7.25) as

—Zx[n]cos[( ” k=0,N/2

n=0

—Zx[n]cos[( )] k=1, ,Nf2-1

n=0

ay_j =

Recognizing that Eq. (7.25) is equivalent to Eq. (7.26) allows us to conclude over the range of
k=1,..,N-1 that

dn_k =0

Ck N/2 Mirror

A /
Lo [ wen

f T T T T T T T T L

0 1 2w N INSNfy e N-2N-I
(a)

& N/2 Mirror

N S 1 b —— l,
2 1 1%_11%1%.,.1 . N-2N-1
(b)

Figure 7.5. lliustrating the spectral symmetry about N/2 for k=0,1,...,N-1: (a) magnitude spectrum and
(b) phase spectrum.

N
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Following the same reasoning as above in Egs. (7.24)—(7.27), together with the trigonometric
identity sin[ (N —k)(27/N) n]=-sin[k(27/N) n], one can write

by-x =—by (7.28)

Converting this result into magnitude and phase form, we find using Eq. (7.14)

CN-k =% porallk

On-k =—Fx
Here we see that the magnitude spectrum excluding the DC bin has even symmetry about
binN/2. Similarly, the phase spectrum exhibits an odd symmetry about N/2. These two
situations are highlighted in Figure 7.5 for an arbitrary discrete-time periodic signal.

e ——————————————————————
Example 7.5

Plot the magnitude and phase spectrum for the clock signal of Example 7.3 over 10 frequency
bins.

The magnitude spectrum for the clock signal of Example 7.2 is shown in Flgure 7.6(a) and the
corresponding phase spectrum appears in Figure 7.6(b).

Cr
3.0777 3.0777
¥ 0.07265 0.07265
0..%1:4:‘!:—»16(3"1)
0 1 2 3 4 5 6 7 8 9
(@)
&
A
/2 /2
R 0 1 :2 3 :4 =5 =6 .7 =8 .9 > k(Bin)
-2 /2
(b)

Figure 7.6. (a) Magnitude and (b) phase spectrum for the 10-kHz clock signal over 10 frequency bins.
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Next, let us consider the periodicity of the spectrum. Consider replacing k in Eq. (7.22) by
k+N so that we write

-].:/_Nz_:lx[n]cos[(k+N)(Z]:—;-) ], k=0,N/2

n=0

Ay = 5 N o (7.30)
=y x[n]cos[(k+N)(—)n], k=1,..,N[2-1
N& N
Due to the periodicity of the cosine function, Eq. (7.30) simplifies directly to
N-
% > x[n]cos[k(%r)n], k=0,N/2
G =1 v o (7.31)
— Z x[n]cosltk(——)n], k=1,...,N/2-1
N& N
which is equal to &, . Hence, we write
dp.ny=a, foralk (7.32)

Exercises

7.7. Plot the magnitude and phase spectrum of the DTFS representation of a sampled signal

described by
x[n]=0.6150 sin[(-z-;i)n]—omw sin[z(—zé’-)n]

+0.1451 sin[3 (2—8”-) n] +0.0649 cos[4(-2-87£) n]
Ans.

Qc" &
0.6150 0.6150

n/2
0.2749 0.2749
I 0.1451 0.1451 . L .

L PR

0 1 2 3 4 5 6 7
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Following a similar line of reasoning, one can write

5k+N = Ek forall k (733)
Through the direct application of Eq. (7.14), we can write

N = gl k (7.34)
BN =

We can therefore conclude from above that the spectrum of a periodic signal x{n] with period
N is also periodic with period N. Therefore, combining spectral symmetry, together with its
periodicity, the frequency spectrum of a discrete-time periodic signal is defined for all
frequencies. Figure 7.7 illustrates the full frequency spectrum of an arbitrary signal. To aid the
reader, adjacent periods of the spectrum are indicated with dashed boxes.

At this point in our discussion, we should point out that most test vendors only provide
spectral information corresponding to the Nyquist interval, k=0,1,...,N/2. Although less
important today, twenty years ago when DSP-based ATE started to appear on the market
memory was expensive. Attempts to minimize memory usage were paramount. This led to the
elimination of redundant spectral information.

ey

o
2
=
=

(b)

Figure 7.7. lllustrating the spectral periodicity: (a) magnitude spectrum and (b) phase spectrum.
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7.2.6 Time and Frequency Denormalization

The time and frequency scale associated with a data sequence x[n] is described in terms of
normalized time and frequency, according to the sample indexes, n and k, respectively. To obtain
the actual time and frequency scales associated with the original samples, one must perform the
operation of time and frequency denormalization. To achieve this, knowledge of the sampling
period T; or sampling frequency Fj is required.

To reconstruct the original time scale, one simply multiplies the sample index, n by T,
according to the translation

n— nT, (7.35)
Conversely, the frequency scale is restored when one multiplies the sample index & by F, /N,
according to the translation
F,
k—>k=—=
N (7.36)

Figure 7.8 illustrates the frequency denormalization procedure for the magnitude of the
spectrum for the clock signal described in Example 7.5. For this particular case, Fi=10 kHz and
N=10, resulting in a frequency denormalization scale factor of 1 kHz.

Ck
3.0777 3.0777
25
0.07265 0.07265
0 ——+—+ 1 + + 1 + | »k@n

01 2 3 4 5 6 7 8 9

xf-‘-=x10,000
N

C,
A" 30777 3.0777
|25
0.07265 0.07265
0 |4 A L 5 flkH2)

0 10 20 30 40 50 60 70 80 90

Figure 7.8. llustrating the procedure of denormalizing a frequency axis.
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Exercises

7.8. Plot the frequency-denormalized magnitude spectrum of the following DTFS
representation of a sampled signal described by:

x[n]= 0.61505in[(£:—)n]-0.2749 sin [2(%”}:]+o.14slsin[3(%”)n]+o.0649cos[4(35-)n]

assuming as sampling rate of 16kHz.

Ans.
Ak
0.6150 0.6150

0.2749 0.2749
0.1451 0.1451

0.0649 T
I ? —+—» f(kHz)
0 2 4 6 8

10 12 14

7.2.7 Complex Form of the DTFS

In most DSP textbooks, the DTFS is expressed in complex form using Euler's equation
/% =cos(p)+ jsin(p) (7.37)

where j is a complex number equal to J=1. The main reason for this choice lies with the ease in
which the exponential function can be algebraically manipulated when compared with
trigonometric formulas. To convert the DTFS representation in Eq. (7.11) into complex form,
consider that the cosine and sine functions can be written as

e/ +eI? eI? — e i®
cos(p)=——; sin(p)=—— (7.38
(9) 5 (9)="—; )
When the preceding two formulae are substituted into Eq.(7.11), we get
- 2x ~ pis
N2-1f = . i N0 Nj2- s i3
x[n])=dg+ i (Sk_-z_fb_k) ¢ (N)"+ t (ﬁ‘_kiz_f_bi)e / (N)

k=l k=1 (7.39)

+(&N{2} ej’"' +(&N/2} e/
2 2
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Collecting the end terms inside each sum, we write

x[n]= +'§[ﬂ_-_ﬂzJ A ﬂj(&k +ﬂ’>'kJ M) (7.40)
2

k=1 k=1 2

Next, through the change of variable kK — N —k in the rightmost summation term, we can write

%(ikf_ﬂi] e""‘(%)" _ NZ" (&N-—k + jbyi ) ef"(%‘ ) n (7.41)

k=1 2 k=N[2 2
Substituting Eq. (7.41) into (7.40) leads to

= . 27 _ . . (2%
x[n]=&0+%(ak_—'ﬂ)/£) elk(_ﬁ)" N Nzl (ﬂ;k_'*’_]bN_—k) ejk(N)n (7.42)
k=N/2

. 2 2

The DTFS can then be written in complex form as

2
N=1 JH==In
-5 -
k=1
where
'60 k=0
ak—zjbk k=12,...,N/2-1
=<—--—‘ 7.44
&1\/_—L'*'_j5ﬂi k=N[2+1,...,N-1
T2 o

As is evident, the coefficients X(k) in front of each exponential term are, in general, complex
numbers. For the most part, the real component of each term relates to one-half the cosine
coefficient of the trigonometric series. Conversely, the imaginary part of each term is related to
one-half the sine coefficients. The exceptions are the X(0) and X(N/2) terms. These two terms
are directly related to the cosine terms with a scale factor of one. The fact that the scale factor is
not evenly distributed among each term can be a source of confusion for some.
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Alternative forms of Eq. (7.44) can also be written. For instance, we can rewrite Eq. (7.44) in
polar form, together with substitutions from Eq. (7.14), as

(&5e” k=0
Lo k=12, N/2-1
x(k)=1%
Enjze’ k=Nj2 (7.45)
%EN_,,e”’Tk k=N/2+1,.,N-1

Exercises

7.9. A DTFS representation for a sequence of data is given by

x[n]=025+1.0 cosl:(—zl—:)r-Jn]+0.5 7sin [(%)n]
+0.2 cos[s(f—g)n]—o.z sin[3(%)n]+o.2 cos[s(%)n]

Express x{n] in complex form.
Ans.
iz FLAN
x[n]=025+(0.5- j0.25)e’[ '°)" +(0.1+ 0. l)e”( lo)

2 (2%

. ——|n 'zl In
402 ) +(0.1- jO.l)eﬂ[”) +(0.5+ j0.25)e’ d

7.3 DISCRETE-TIME TRANSFORMS

7.3.1 The Discrete Fourier Transform

In the previous section it was shown how a sequence of N samples repeated indefinitely can be
represented exactly with a set of N/2 harmonically related sinusoidal pairs and a DC component,
or in terms of N harmonically-related complex exponential functions. In this section, we shall
demonstrate that a similar set of harmonically related exponential functions can also be used to
represent a sequence of N samples of finite duration. Such signals are known as discrete-time
aperiodic signals.

Consider an arbitrary sequence y[n] that is of finite duration over the time interval n=0 zo N-1.
Next, consider that y[n]=0 outside of this range. A signal of this type is shown in Figure 7.9(a).
From this aperiodic signal, we can construct a periodic sequence x[n] for which y[n] is one



214 An Introduction to Mixed-Signal IC Test and Measurement

Exercises

7.10. A DTFS representation expressed in complex form is given by

2z

il £ |n _2_1. Z’L,, j 2—’rn
x[n]=2+(1+jl)e’(’) +(1-—j1)eﬁ(’}'+(1+j1)ejs(8) +(1-j1)e V)
Express x[n] in trigonometric form.

Ans.

=220 co (2] -20 sl [ 22)a] 20 cof s )] 20 s 322}

7.11. The following vector describes the spectral coefficients of a DTFS expressed in
complex rectangular form

X=[1 025+j025 4-j1 0 03 0 4+j1 025-;0.25]

Write the DTFS in trigonometric form using a magnitude and phase notation.

Ans.

x[n]=1+0.7071 cos [(%) n +%] +8.2462 cos [2(%] n+ 0.078071'] +0.3 cos [4(2?”) n:|

period, as illustrated in Figure 7.9(b). This is known as the periodic extension of y[n]. In
mathematical terms, we can describe y[n] as

[ ] x[n] n=0,1,...,N-1
nl=
Y 0 otherwise (7.46)
If we consider the complex form of the DTFS representation for x{n], we can write y[n] as
2%
N-1 i —) n
X(k)e \¥ =0,,...,N-
yln]={ Z X (E)e n=n ! (7.47)

0 otherwise

As we choose the period N to be larger, y[n] matches x{n] over a longer interval, and as
N — o, y[n]=x[n] for any finite value of n. Thus, for very large N, the spectrum of y[n] is
identical to x{n]. However, we note that as N — oo, the form of the mathematics in Eq. (747)

changes. The spectral makeup of the discrete-time signal no longer consists of harmonically
related discrete frequencies, but rather becomes a continuous function of frequency. Under such
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yln]

. “UTTm ...... )7

(a)

L

x[n]

.
»

e
. mTTTm---J mmm----_, mmm ...... n

(b)
Figure 7.9. (a) Arbitrary signal of finite duration; (b} periodic extension of infinite duration.

conditions, the representation in Eq. (7.47) in the limit becomes known as a Fourier transform
and is written with an integral operation as follows

y[n] =-2—1”— ’]‘Y(ej”’) dw (7.48)
where
v(e)= Z’Y["] e (7.49)

As in all computer applications, of which mixed-signal testing is just one example, we must limit
our discussion to finite values of N, and preferably (as test time is always a major concern), to
small values of N. This implies that we really have no other choice but to work directly with
Eq. (7.47). 1t has been shown that the spectral coefficients X(k) associated with Eq. (7.47) are

directly related to samples of ¥ (ej ”’)uniformly spaced according to
Y (ej ”’)
N

X(k)= (1.50)

2
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Substituting Eq. (7.49) into (7.50), and limiting the summation to the maximum possible nonzero
values of y[n], n=0,1,...,N-1, we can write

X(k) =—Nz—ly[n] e (2”) (7.51)

n-O

Due to the importance of the interplay between the spectral coefficients of the DTFS
representing the periodic extension of the aperiodic signal and its Fourier transform, the set of
coefficients {X(0), X(1), ..., X(N-1)} in Eq. (7.51) is referred to as the discrete Fourier transform
(DFT) of y[n]. As the DFT is essentially a special interpretation of a DTFS, the algorithms in
Section 7.2.5 can also be used to produce the spectral coefficients of the DFT. However, as
explained in the next section, a more efficient algorithm is available to compute the DFT of a
discrete-time aperiodic signal or, for that matter, the spectral coefficients of a DTFS. This
algorithm is known as the fast Fourier transform (FFT) and represents one of the most
significant developments in digital signal processing. However, before we move on to this topic,
we shall first consider an important degenerate case of the DFT.

Consider the situation where an aperiodic signal has infinite duration or exists with nonzero
values over a much longer time than the observation interval of N samples. This is illustrated in
Figure 7.10(a) for an exponentially decaying waveform. Under such conditions it is impossible
to represent this signal exactly with a periodic signal having a finite period. Instead, one can
only approximate the waveform over the observation interval as shown in Figure 7.10(b) using a
periodic extension of the finite duration signal shown in Figure 7.10(c). The error is a form of
time-domain aliasing and is directly related to the jump discontinuity that occurs at the
wraparound point of the periodically extended waveform. The spectral coefficients determined
by the DFT would then correspond to samples of the Fourier transform of the signal shown in
Figure 7.10(c), not Figure 7.10(a).

In practice it is important to keep the jump discontinuity to a minimum if the DFT is to reveal
the spectral properties of the original waveform. The most common method is to extend the
observation interval to large values of N so that the combined energy of the aliased components
is made insignificant relative to the energy in the signal. Further, some reduction in the overall
observation time can be achieved if the method of windowing is used. Windowing is a
mathematical process that alters the shape of the signal over the observation interval and
gradually forces it to decay to zero at both ends. This eliminates the discontinuities in the
periodically extended waveform at the expense of decreased frequency resolution. The net result
is a concentration of the aliasing energy or frequency leakage into a few spectral bins instead of
having it spread across many different bins.

As test time is always paramount in mixed-signal test, one should avoid discontinuities in the
periodically extended waveform. In the words of Chapter 6, one should restrict all signals to be
coherent rather than noncoherent. We shall delay the introduction of our examples until we first
describe the principles of the fast Fourier transform.

7.3.2 The Fast Fourier Transform

In the early 1960s J. Tukey invented a new algorithm for performing the DFT computations in a
much more efficient manner. J. W. Cooley, a programmer at IBM, translated Tukey’s algorithm

5

.:mm
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Figure 7.10. (a) Arbitrary signal of infinite duration; (b) periodic extension of infinite duration of short
portion of signal; (c) signal approximation of finite duration.

into computer code and the Cooley-Tukey fast Fourier transform (FFT) was born.* It is now
known that this algorithm actually dates back at least a century. The great German
mathematician C. F. Gauss is known to have developed the same algorithm.

To understand the significance of the DFT algorithm, consider in Eq. (7.51) that N complex
multiplications and N-1 additions are required to compute each spectral coefficient X(k). For N
spectral coefficients, another N multiplications and additions are necessary. Therefore, in total,
(N-1)N complex multiplications and additions will be required. As an example, to perform a
DFT on 1024 samples, a computer has to perform over one million multiplications. To minimize
test time, we would prefer that the DFT computation time be as small as possible; so obviously
we need a more efficient way to perform the multiplications in a DFT. This is where the FFT
comes in.
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The FFT works by partitioning each of the multiplications and additions in the DFT in such a
way that there are many redundant calculations. The redundancy is removed by “folding” the
redundant calculations on top of one another and performing each calculation only once. The
folding operation forms a so-called butterfly network because of the butterfly shapes in the
calculation flowchart.* There are several different ways to split the calculations and fold the
redundancies into one another. The butterfly network can be laid out in a decimation-in-
frequency configuration or a decimation-in-time configuration. Fortunately, the details of the
FFT algorithm itself are largely unimportant to the test engineer, since the FFT operation is built
into the operating system of most mixed-signal testers.

Since many redundant calculations are eliminated by the FFT, it only requires N logx(N)
complex multiplications. For a 1024-point FFT, only 1024x10 or 10240 complex multiplications
are required. Compared to the one million complex multiplications required by the complex
version of the DFT, this represents a huge reduction in computation time. The difference
between the FFT and DFT becomes more extreme with larger sample sets, since the DFT
produces an exponential increase in computations as the sample size increases.

Although the FFT produces the same output as an equivalent DFT, the more common FFTs
can only operate on a sample size that is equal to 2", where n is an integer. For instance, it is not
possible to perform a standard Cooley-Tukey FFT on 380 samples, although a DFT would have
no problem doing so. The limited choice of sample sizes is the major difference between the
DFT and the FFT, other than the difference in computation time. Nevertheless, the savings in
test time is so huge that test engineers usually have no choice but to use the FFT with its limited
sample size flexibility. It is quite possible that improvements in computation speeds will
eventually make the FFT obsolete in mixed-signal testers, allowing DFTs instead. Until then,
the mixed-signal test engineer should be prepared to work with 2" samples for most tests.

7.3.3 Interpreting the FFT Output

The output format of a mixed-signal tester’s FFT depends somewhat on the vendor’s operating
system. In older testers, the format of the FFT output was arranged as an N-point array with the
DC and Nyquist levels in the first two array elements followed by the cosine/sine pairs for each
spectral bin. Today, most testers incorporate commercial DSP chips sets that compute the FFT
using complex arithmetic and store the complex numbers in an array beginning with the DC bin
followed by successive harmonic bins up to the Nyquist bin. The same format is also used for
most numerical software packages such as MATLAB.

One has to be careful, though, when interpreting the FFT output. Many ATE versions of the
FFT do not produce peak voltage outputs. Some produce voltage squared (power) outputs, some
produce voltage outputs multiplied by the number of samples over 2 (i.e., a 1-V input with 1024
points produces an FFT output of 512 units), etc. This suggests that the test engineer must
become familiar with the FFT routine that they intend to use and determine all the necessary
scale factors. In addition, it has been the authors’ preference to adjust the scale factors so that
the FFT produces RMS levels instead of peak levels. For reasons that will become clear in the
next chapter, many test metrics call for the combination of the power of several spectral
components. Working with RMS values simplifies this approach.

To better understand the steps involved, let us consider the manner in which MATLAB
performs the FFT and the corresponding scale factors needed to produce RMS spectral levels.
First, the FFT that is performed in MATLAB is given by the equation



Chapter 7 ® DSP-Based Testing 219

Y(k)= Z y[n]e %) (7.52)

In tum, the complex spectral coefficients X(k) of the DTFS representation of the periodic
extension of y[n] are given by

X (k)= ZT(VQ (7.53)

and the corresponding cosine/sine coefficients are found according to Eq. (7.44) to be

) {Re{X(k)} k=0,N/2
a, =

|2Re{X(K)} k=12,..,N/2-1 (:54)
and
. 0 k=0,N/2
b = <2Im{X(k)} k=12,..,N/2-1 (7.55)

where Re{ } and Im{ } denote the real and imaginary parts of a complex number, respectively.
Again, we must alert the reader to the different scale factors in front of these terms.

The magnitude and phase representation is determined using Eq. (7.14) to be

= {lX(k)| k=0,N/2 759
2|X(k) k=1..,N/2-1
wherelX (k)l = ‘/ Re{x (k)}2 +Im{X (k)}2 and the phase is computed using
Imy X (k
) [ ” {{X i}] if Re{X (k)} 20
o = (7.57)

7+tan™! [MJ if Re{X (k)}<0

Re{X (k)}

In many situations we shall find it more convenient to report the spectral coefficients in terms of
their RMS values. To do so, we divide the spectral coefficients &, (except the DC term

described k=0) by 2 to obtain

I
(=1

& Kk
I 758
CoRMS Nk oy N2 e
N
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On substituting Eq. (7.56) into (7.58), we obtain

X (k)| k=0
Gporrs = V2|X ()| k=1,...,N[2-1 (7.59)

71_2—|X(k)| k=N/2

The following example will further illustrate this procedure.

Exaﬁtple 7.6

Using the FFT routine in MATLAB, compute the spectral coefficients {a;} and {bs} of a
multitone signal having the following 8 samples, {0.1414, 1.0, —0.1414, —0.8, —0.1414, 1.0,
0.1414, -1.2}. These samples were derived from a signal with the following DTFS

representation
x[n]=cos Z(E—)n—z +0.2 cos B(E)n—z
" L\8,) 2 L\8 4

Also report the magnitude (RMS) and the phase of each spectral coefficient.
Solution:
With the samples of the multitone signal described as
x=[0.1414, 1.0, -0.1414, -0.8, -0.1414, 1.0, 0.1414, -1.2],

the FFT routine in MATLAB produces the following output, together with the scaled result

[ 0 i [ 0 A
0 0
0- j4.0000 0-j0.5000
0.5657 - j0.5657 0.0707 - j0.0707
Y = FFT(x) = 0’ 6 = X=2;-= 0’
0.5657 + j0.5657 0.0707 + j0.0707
0+ j4.0000 0+ j0.5000
0 0

Subsequently, the cosine/sine spectral coefficients are determined from Eqs. (7.54) and (7.55) to
be
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d 0 by 0
& 0 b 0
&= o and bl=| 10
& | |01414 b | {01414
a, 0 54 0

Finally, the corresponding magnitude (in RMS) and phase terms (in radians) are as follows

Co-rms 0 do

Ei-RMS 0 & 0
é-rus |=10.7071 and 6 |= %
& e | |0.1414 & |7
Ca-RMS 0 #al | o

h

At this point in our discussion of the FFT, it would be instructive to consider the spectral
properties of a coherent sinusoidal signal and a noncoherent sinusoidal signal having equal
amplitudes.

Example 7.7

Using MATLAB's FFT routine, compute the spectral coefficients of a coherent and noncoherent
sinusoidal signal with parameters 4=1, ¢=0, M=3, N=64, and A=1, ¢=0, M=m(3.14156), N=64.
For each case, plot the RMS magnitude of the spectrum in dB relative to a 1-V RMS reference
level.

Exercises

7.12. Evaluate x[n]=1.0 sin [3 (27:/10)n+7r/8] for n=0,1,...,9. Using MATLAB, compute

the FFT of the 10 samples of x[n] and determine the corresponding {a;} and {b;} spectral
coefficients.

Ans. {a3+jb3}={0.3826+70.9238}; all others are zero.

7.13. Evaluate x[n]=(n-3)" for n=0,1,....9. Using MATLAB, compute the FFT of the 10
samples of x[n] and determine the corresponding {c;} and {#} spectral coefficients. Express
the magnitude coefficients in RMS form.

Anms. {c}={10.50, 13.90, 5.615, 3.815, 3.172, 1.500}; {ci-rusy={10.50, 9.834, 3.970, 2.697,
2.243,1.060}; {&}={0, -1.0868, 1.3726, 0.8659, 0.4220, 0.0000}.
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Solution:

The following MATLAB routine was written to produce 64 samples of the coherent and
noncoherent waveforms and to perform the corresponding FFT analysis:

% coherent signal definition - x -
N=64; M=3; A=1; P=0; % signal definition
for n=1:N,
x(n)=A*sin(2*pi*M/N*(n-1)+P);
end;
% noncoherent signal definition -z -
N=64; M=pi; A=1; P=0;
for n=1:N,
z(n)=A*sin(2"pi*"M/N*(n-1)+P);
end;
% perform Fourier analysis
X=fft(x)length(x);
% magnitude of spectrum X — units of dBV
% AC Terms
magdBV_X = 20*log10(sqrt(2)*abs(X));
% DC & Nyquist Terms
magdBV_X(1) = 20*log10(abs(X(1)));
magdBV_X(N/2+1) = 20*1og10(1/sqrt(2)*abs(X(N/2+1)));
Z=fft(z)length(z);
% magnitude of spectrum Z — units of dBV
% AC Terms
magdBV_Z = 20*log10(sqrt(2)*abs(Z));
% DC & Nyquist Terms
magdBV_Z(1) = 20*log10(abs(Z(1)));
magdBV_Z(N/2+1) = 20*log10(1/sqrt(2)*abs(Z(N/2+1)));
% plot routine
figure(1);
subplot(1,2,1), stem(0:N-1, x, *:");
subplot(1,2,2), plot{0:N/2, magdBV_X(1:N/2+1));
figure(2);
subplot(1,2,1), stem(0:N-1, z, *:*);
subplot(1,2,2), plot{0:N/2, magdBV_Z(1:N/2+1))
% end

The results of the analysis for the coherent waveform are shown in Figure 7.11. The time-
domain waveform is shown on the left, while the corresponding magnitude of the spectrum is
shown on the right. The spectrum is expressed in dB relative to a 1-V RMS reference level.
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When this definition is used, the decibel units are referred to as dBV. Mathematically, it is
written as

Ck—RMS (dBV) =20 loglo (‘]_:CkV;RfR%Sj (7.60)

Also, it is customary to plot the frequency-domain data as a continuous curve by interpolating
between frequency samples instead of using a line spectrum. In some cases, one uses a zero-
order interpolation operation to produce a step or bar graph of the spectrum, or as we shall use in
the next few examples, a first-order interpolation operation.
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Figure 7.11. Coherent waveform time-domain plot and spectrum.
The results for the noncoherent waveform were also found and are shown in F igure 7.12.
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Figure 7.12. Noncoherent waveform time-domain plot and spectrum.

On comparing the magnitude of the two spectra, we clearly see a significant difference. In the
case of the coherent sinusoidal waveform, a single spike occurs in bin 3 with over 300 dB of
separation distance from all other spectral coefficients. A closer look at the numbers indicates
that the tone has an RMS value of 0.707106 (-3.0103 dBV in the plot) or an amplitude of 1. This
is exactly the value specified in the code that is used to generate the coherent sinusoid. In the
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case of the noncoherent sinusoidal waveform, no single spike occurs. Rather, the single-tone
waveform appears to consist of many frequency components. If other signal components were
present, then they would be corrupted by the power in these leaked components. What is worse,
it is extremely difficult to determine the amplitude of the noncoherent sinusoidal signal with its
power smeared across many frequency locations.

The most straightforward method to improve the measurement accuracy of a noncoherent
waveform is to increase its observation interval. Generally speaking, this approach is used by
most benchtop instruments found in one’s laboratory, such as spectrum analyzers, multimeters,
and digitizing oscilloscopes. Samples taken from the input signal are unrelated to the sampling
rate of the instrument, and are therefore noncoherent. Instruments of this type are usually not
expected to generate a result in a very short time, such as 25 ms. Rather, they are only required
to produce a result every 1 or 2 s, which is usually more than adequate. Consequently, one can
construct a less complex, noncoherent measurement system. Our next example will illustrate the
effect of a longer observation interval on the spectrum of a noncoherent sinusoidal waveform.

#
Example 7.8

Extend the observation interval of the noncoherent waveform of Example 7.7 by collecting 8192

samples instead of 64. Plot the corresponding magnitude of the resulting spectrum. Determine
the amplitude of the input signal from its spectrum. :

Solution:

The MATLAB code for the noncoherent signal from Example 7.7 was modified as follows:

% noncoherent signal definition -z -

NOI=8192; % observation interval
N=64; M=pi; A=1; P=0; % signal definition
for n=1:NOI,

2(n)=A"sin(2'pi*M/N*(n-1)+P);
end;

Here we distinguish between N, the number of samples in one UTP, and Noy, the number of
samples collected over the entire observation interval. In other words, No; /N represents the
number of UTPs that the signal will complete in the observation interval.

The Fourier analysis was then repeated and the corresponding spectrum was found as shown in
Figure 7.13. On the left is the plot of the time-domain waveform over the last 64 samples of the
full 8192 samples, as any more samples would fill the graph and mask all detail. On the right is
the magnitude of its spectrum.

When we refer back to the spectrum derived in Example 7.7 and compare it to the one derived
here, we see that the general shape of the magnitude of the spectrum is much more concentrated
around a single frequency and that the frequency leakage components are much smaller. The
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astute reader may be wondering about the scale of the x axis. In this case we are plotting the
index or bin of each frequency components from 0 to 8191, whereas in the previous case we plot

from 0 to 63. It is important to realize that each bin is equivalent to Bin(F,[Ny;) Hz. In other
words, the frequency range is identical in each case; only the frequency granularity is different.
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Figure 7.13. Noncoherent waveform time-domain plot and spectrum — expanded cbservation interval,

In order to estimate the amplitude of the input waveform, one cannot rely on the peak value of
the spectrum as was done in the coherent waveform case. Rather, we must use several frequency
components centered around the peak spectral concentration to estimate the waveform
amplitude. To see this more clearly, we provide in Figure 7.14 an expanded view of the
spectrum around the spectral peak.
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Figure 7.14. Expanded view of the noncoherent tone around the spectral peak.

Here we see that a peak spectral value of -3.2318 dBV occurs in bin 402 [bin (M/N)Ny; ]

Ideally, the spectral peak value should be -3.0103 dBV [ = 20log;( (0.707 V RMS/1 V RMS)].

To improve the estimate, we must take into consideration the power associated with the side
tones. As the magnitude of these side tones drop off fairly quickly, let us consider that the power
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associated with the input signal is mainly associated with the power of the five tones before and
after the spectral peak. On doing so, the amplitude estimate becomes -3.0355 dBV. Including
more side tones into this calculation will only help to improve the estimate. Generally speaking,
side tones less than —60 dB below the spectral peak value will improve the accuracy to within
0.1%.

We could also improve the accuracy of the estimate by further increasing the observation
interval. For example, increasing the observation interval to 131,072 samples will improve the
amplitude estimate to -3.0109 dB.

Extending the observation interval in the previous example certainly helped to decrease the
amount of frequency leakage, which, in turn, helped to improve the measurement accuracy of the
noncoherent waveform. However, as in most production test situations, one is always searching
for a faster solution. In Section 7.3.1, the method of windowing was suggested as a possibility.
The next example will investigate this further.

—
i
Example 7.9
Through the application of a Hanning window, compute the magnitude of the spectra of the
noncoherent waveforms described in Examples 7.7 and 7.8 consisting of 64 and 8192 samples,

respectively, Compare the spectra with the results from a rectangular window (i.e., the
nonwindowed results obtained previously).

Solution:

Let us begin by investigating the spectral properties of the noncoherent waveform of
Example 7.7, consisting of 64 samples (Figure 7.12). A MATLAB script was written to perform
the windowing operation. The code is:

% noncoherent signal definition -z -

NO1=64; % observation interval
N=64; M=pi; A=1; P=0; % signal definition
for n=1:NOI,

z{n)=A*sin{2*pi*M/N*(n-1)+P);
end;
% windowing operation
w= hanning(NOI)’;
epsilon=sqrt{(sum(w.*w)/NOI);
u=1/epsilon *z * w;

MATLAB provides a built-in function called kanning that generates the Hanning window. This
window is shown in Figure 7.15(b) for 64 samples. Next, each sample of the waveform is
multiplied by a corresponding sample from this windowed function, as denoted by the “.*”
operation. In addition, the windowed data are scaled by the window shape factor® denoted by
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epsilon, £ This serves to equalize the power in the windowed data with that in the original
waveform. If the window time samples are denoted w(n), then the window shape factor is

simply given by
N-1
£= ’_I_sz(n) (7.61)
N n=0

In this particular case, with N=64 the Hanning window has £=0.612. This leads us to the new
waveform shown in Figure 7.15(c). The window effectively squeezes the endpoints of the
noncoherent waveform toward zero, forcing the endpoints of the waveform to meet smoothly.
An FFT was then performed on the modified waveform from which the magnitude of the
spectrum was derived. The windowed spectrum is shown in Figure 7.15(d). Superimposed on
the plot is the spectrum of the original noncoherent waveform derived in Example 7.6 without
windowing. Although no specific window operation was explicitly performed, the data are said
to have been viewed through a rectangular window. As is evident, the Hanning windowed
spectrum is much more concentrated about a single frequency than the rectangular windowed
spectrum.

o
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Hanning Window

2 . 2 . : :
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Figure 7.15. Windowing results (a) original noncoherent waveform, (b} Hanning window, (¢} windowed
data, and (d} spectrum magnitude.

In order to estimate the amplitude of the signal present in the windowed data, an expanded view
of the spectrum about its peak is shown in Figure 7.16. As side tones are present about the peak
value of the spectrum, we must consider these tones in the estimate of the signal amplitude.
Performing a square-root-of-sum-of-squares calculation involving the RMS value of the signals
present in bins 1 to 7, we obtain a combined RMS value of 0.7070674. This in turn implies an
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amplitude estimate of 0.999944. For all intents and purposes, this is unity and was found with
only 64 samples. Unless improved frequency resolution is necessary, preprocessing with the
Hanning window is just as effective as the coherent measurement in this example. However,
repeatability of measurments is degraded in windowed systems in the presense of random noise.

Spectrum of u(n) in dBY

Figure 7.16. Expanded view of the windowed, noncoherent tone around the spectral peak.

If we increase the number of samples to 8192 and repeat the windowing operation, we find the
spectrum much more closely concentrated about a single frequency. The results are shown in
Figure 7.17, together with the spectrum resulting from a rectangular window.
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Figure 7.17. Spectral comparison of rectangular and Hanning windows.

Clearly, the Hanning window has a very narrow spectrum, very much like the coherent case. It
would be suitable for making measurements in situations where more than one tone is present in
the input signal. The drawback, of course, is that a longer observation interval is necessary and
that side tones have to be dealt with.

—

In the previous example, windowing was used to improve the measurement of a noncoherent
sinusoidal signal. In fact, an accurate estimate was obtained without extending the observation
interval over and above that of a coherent sinusoidal signal. This example may incorrectly give
the reader the impression that windowing can resolve the frequency leakage problem associated
with noncoherent signaling with no added time expense. As we shall see in this next example
consisting of a noncoherent multitone signal, this is indeed not the case.
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Example 7.10

Determine the magnitude of the spectrum of a multitone signal consisting of three noncoherent

tones with parameters, A=1, ¢=0, M=n, N=64; A=1, ¢=0, M=m+1, N=64; and A=1, ¢=0, M=m+2,
N=64.

Solution:

The following MATLAB routine was written to generate the 3-tone multitone signal with a
Hanning window over a 64-sample observation interval:

% noncoherent 3-tone multitone signal definition
NOI=64; % observation interval
N=64; % signal definition
M1=pi; A1=1; P1=0;
M2=pi+1; A2=1; P2=0;
M3=pi+2; A3=1; P3=0;
for n=1:NO|,
z(n)=A1*sin(2*pi*M1/N*(n-1)+P1) +
A2*sin(2*pi*M2/N*(n-1)+P2) +
A3*sin(2*pi*M3/N*(n-1)+P3);
end;
% windowing operation
w= hanning(NOI)’;
epsilon=sqrt(sum(w.*w)/NOI);
u=1/epsilon * z .* w;

The routine was executed and the corresponding magnitude of the frequency spectrum was
derived using the frequency-domain conversion routine of Example 7.7. The result is shown in
Figure 7.18 on the left-hand side. The plot extends over the Nyquist frequency range.
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Figure 7.18. Windowed three-tone multitone spectra with N=64 and 8192.
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Surprisingly, the spectrum appears to have only 2 spectral peaks. It is as if only 2 tones were
present in the input signal. This is a direct result of frequency leakage. If the observation
interval is increased, say, to 8192 samples, then better frequency resolution is obtained and a
clear separation of each frequency component is evident. This is shown on the right-hand side of
Figure 7.18. With the side tones around each spectral peak below 100 dB, each tone can be
accurately measured with a relative error of no more than 0.001% using the method of the
previous example.

Exercises
7.14. A signal has a 0.5-V amplitude. Express its amplitude in dBV units.
Ans. -9.03 dBV.

7.15. A signal has a period of 1 ms and is sampled at a rate of 128 kHz. If 128 samples are
collected, what is the frequency resolution of the resulting FFT? If the number of samples
collected increases to 8192 samples, what is the frequency resolution of the resulting FFT?

Ans. 1 kHz, 15.625 Hz.

7.16. The results of an FFT analysis of a noncoherent sinusoid indicates the following
significant dBV values around the spectral peak: -38.5067, -36.3826, -33.6514, -29.7796,
-22.9061, -7.7562, -25.3151. Estimate the amplitude of the corresponding tone.

Ans. 0.596.

7.4 THE INVERSE FFT

7.4.1 Equivalence of Time- and Frequency-Domain Information

A discrete Fourier transform produces a frequency-domain representation of a discrete-time
waveform. This was shown to be equivalent to a discrete-time Fourier series representation of a
periodically extended waveform. The transformation is lossless, meaning that all information
about the original signal is maintained in the transformation. Since no information is lost in the
transformation from the time domain to the frequency domain, it seems logical that we should be
able to take a frequency-domain signal back into the time domain to reconstruct the original
signal. Indeed, this is possible and can be seen directly from Egs. (7.19) and (7.20). If we
substitute the expression for the frequency-domain coefficients given by Eq. (7.20) back into
(7.19), we clearly see that we obtain our original information

X= W[W"X] =WWwlx=x (7.62)

In practice, the form of the mathematics used to perform the frequency-to-time operation is
very similar to that used to perform the time-to-frequency operation. In fact, the same FFT

—1
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algorithm can be used, except for some possible array rearrangements and some predictable scale
factor changes. When the FFT is used to perform the frequency-to-time transformation, it is
referred to as an inverse FFT. The calculations are so similar that some testers perform an
inverse FFT using the same syntax as the forward FFT. A flag is set to determine whether the
FFT is forward or inverse.

It is worth noting that the magnitude of a spectrum alone cannot be converted back into the
time domain. Phase information at each test frequency must be combined with the magnitude
information in the form of a complex number using either rectangular or polar notation. The
specific format will depend on the vendor’s operating system. Our next example will illustrate
this procedure using MATLAB.

%
P s, — ™ — —— — e ]

Example 7.11

A discrete-time signal is described by its DTFS representation as

x[n]=1+2 cos[z(%”]wﬂw.s cos[3(-28£)n]

Determine the time-domain samples using MATLAB’s inverse FFT routine.

Solution:

The inverse FFT is performed in MATLAB using a vector Y that contains the samples of the
Fourier transform Y(k) in complex form. As described in Section 7.3, these are related to the
coefficients of the DTFS according to

Y(k)=N X (k)

To obtain X(k), we first note from x[n] that the spectral coefficients of the DTFS written in
trigonometric form are immediately obvious as

&) 1 % 0
gl o P 0
&l=| 2 and % |= —%
C3 0.5 @ 0
(! 0 A | 0]

Subsequently, X=[X(0) X(1) ... X(N-1)] and Y={Y(0) (1) ... Y(N-1)] with N=8 are determined
from Eq. (7.45), and from their inter-relationship described, to be
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1 | ' 8 )

0 0

0.7071+ j0.7071 5.6568+ j5.6568
X= 0.25 = Y=8X= 2
0 0
0.25 2

0.7071~ j0.7071 5.6568— j5.6568
0 0

Submitting the Y vector to MATLAB’s inverse FFT routine, we obtain the following time-domain
samples

[2.9142 |
—0.767¢
—0.4142
2.7678
1.9141
—0.060¢
-0.4142
2.0606

x=IFFT{Y}=

Of course, these time domain samples agree with those obtain by evaluating x[n] directly at the
sampling instances.

7.4.2 Parseval’s Theorem

The RMS value Xzus of a discrete time periodic signal x{n] is defined as the square root of the
sum of the individual samples squared, normalized by the number of samples ¥, according to

’IN-I 2[ ]
XRMS= — X |n
Nn=0

Parseval’s theorem for discrete-time periodic signals states that the RMS value Xgus of a
periodic signal x[#] described by a DTFS written in trigonometric terms is given by

, 138 2
XRMS= CO+5'ZC,¢
k=1

When the magnitude of each spectral coefficient is expressed as an RMS value, Eq. (7.64) can be
rewritten as a square-root-of-sum-of-squares calculation given by
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Xrus = | 2. Ck-rus
k=0
In this text, we shall make greatest use of this form of Parseval’s theorem. It is the easiest form
to remember, as there are no extra scale factors to keep track of.

The importance of Parseval’s theorem is that it allows the computation of the RMS value
associated with all aspects of a signal such as distortion, noise, etc., to be made directly from the
DTFS description. For example, the RMS noise level associated with a signal is the square-root-
of-sum-of-squares of all bins (excluding DC) that do not contain signal-related power given by

(7.66)

7.4.3 Applications of the Inverse FFT

One might ask what useful purpose is served by performing an FFT and then undoing it with an
inverse FFT. Where would we use this type of double transform in mixed-signal testing? There
are several applications for the inverse FFT. One is the removal of noise in a time-domain signal
to produce a smoothed waveform. Another useful application of the inverse FFT is interpolation
of a limited sample set into a more detailed sample set.

Consider the sampled waveform in Figure 7.19(a), which is a digitized 100-MHz digital
clock. The digitized samples are corrupted with a large amount of noise, which we would like to
remove. By performing an FFT on this clock signal, we can produce a frequency spectrum of
the clock shown in Figure 7.19(b). Noise components in the time-domain signal are scattered all
over the frequency-domain FFT spectrum.

The clock signal, by contrast, is located in a set of predictable FFT spectral bins. Since we
have captured 2 cycles of the square wave, the fundamental energy is located in spectral bin 2
with harmonics at integer multiples of 2 (i.e., bins 2, 4, 6, 8, etc.). We can remove half of the
noise power by simply setting all the nonsignal FFT elements to zero, which accounts for half
the number of bins. This is a direct result of Parseval’s theorem described in the previous
subsection. The corresponding spectrum magnitude is shown in Figure 7.19(c).

An inverse FFT then restores the original clock signal with half of the noise removed [Figure
7.19(d)]. After cleaning up the square wave in this manner, we can measure rise and fall times,
settling times, and other time-domain characteristics with twice the repeatability than if we had
used the original noisy signal. When the signal bandwidth is lower (i.e., occupies fewer spectral
bins), a greater improvement can be obtained because more spectral bins can be set to zero.

We can also interpolate points between the samples of a digitized waveform to allow more
x axis resolution for time-domain measurements. Interpolation provides a higher degree of time
resolution when measuring parameters such as rise and fall time. Whenever we perform an FFT
or inverse FFT on N samples, we always get a result with N samples. By appending N,
additional zero-value bins to the FFT, immediately following the Nyquist frequency at bin N/2,
we can effectively change the FFT frequency resolution from F; /N to F / (N+N,).
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Figure 7.19. Time-domain smoothing using the inverse FFT: (a) original noisy clock signal, (b) magnitude
of clock signal spectrum, (c) partially zeroed spectrum, (d) restored time-domain signal.

The parameter N, should be a power of two in order to maintain compatibility with the inverse
FFT algorithm.  The inverse FFT, in turn, recreates a time-domain signal with N,/N
interpolated samples interspersed between the original sample set. In other words, the time
resolution improves by the factor (N +N,) / N.

Figure 7.20(a) illustrates a sampled sine wave with 64 samples, and Figure 7.20(b) shows the
magnitude of the spectrum of this waveform from bin 0 to bin N-1. In Figure 7.20(c) the
spectrum from Figure 7.20(b) has been expanded to include 4 times as many spectral bins. The
expansion is accomplished by padding extra zeros in the middle of the original FFT data. For
numerical reasons, we did not use zeros here; rather we used the smallest numbers that can could
be represented on our computer. In this way, we avoided minus infinity on the logarithim plot of
the spectrum. The inverse FFT of this expanded data results in a conversion back to the time
domain with four times as many samples as the original waveform, as shown in Figure 7.20(d).

7.4.4 Frequency-Domain Filtering J

Another useful feature of DSP-based testing is the ability to apply arbitrary filter functions to the
collected samples, simulating electronic filters in traditional analog instrumentation. Filtering
can be applied either in the time domain or in the frequency domain. Time-domain filtering is
accomplished by convolving the sampled waveform by the impulse response of the desired filter.
Frequency-domain filtering is performed by multiplying the signal spectrum by the desired
filter’s frequency response. Frequency-domain filtering is faster to implement than time-domain
filtering, as the spectrum of a signal is already available in the computer. As such, time-domain
filtering is rarely used in mixed-signal testing applications. .
5
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Figure 7.20. Time-domain interpolation using the inverse FFT.

Filter functions are selected to provide a predescribed frequency response such as a low-pass
or band-pass behavior. For instance, a low-pass filter is used to suppress the high-frequency
content of a signal while allowing the low-frequency energy to pass relatively unchanged. In
another application, filters are used to alter the phase of a signal to improve its transient behavior
(i.e., reduce ringing). In general, the z-domain transfer function H(z) of an arbitrary discrete-
time filter is described by

N

(Z)= a0+alzl +---+aNz

1+bz' +- +byz" (7.67)

The response of the filter to physical frequencies is determined by substituting z = s into
Eq. (7.67), where T is the sampling rate, to obtain

joT, @NT,
=a0+a1ej -‘+---+aNeJ s

joT, JONT (7.68)
l+be $+---+bye

H(z), o, =H(e"")

s

For any single frequency @,, we see from Eq. (7.68) that the behavior of the filter can be
collectively understood as a complex number represented in terms of real and imaginary parts as

H(ejw"T‘ ) =Re{H(ejw°T’ )}+ j lm{H(ejon-‘ )} (7.69)
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Exercises

7.17. Using MATLAB, compute the IFFT of the following sequence of complex numbers:
{1.875, 0.75-0.375, 0.625, 0.75+j0.375}.

Ans. {1.0,0.5, 0.25, 0.125}.

7.18. For the following signal x[»], compute the RMS value of each frequency component
(beginning with DC):

x[n]=1+2 ws[Z(z?”)n+-Z-]+0.5 cos[B(%)n]

Using Parseval’s theorem, compute the RMS value of x{n] .
Ans. 1, 1.414, 0.3536; 1.7676.

7.19. A coherent signal is sampled at a rate of 1 MHz over a 1024-us time interval. To
increase the time resolution of the sampled waveform to 0.25 ps, how many zero-padded bins
should be added to the spectral data before performing the inverse FFT?

Ans. 3072.

or in terms of magnitude and phase as

jo T.
j¢H(eJ o S)
e

. . . . jar, :
From the convolution property of discrete-time Fourier transforms, the transform Y, (ej s ) :

H (ejw"z:‘ ) =|H (ejw"r-‘ )

of the filter output is related to the transform ¥, (erT-‘ ) of the input according to .
Your (7275 ) = H (7275 ) Yy ( 7975 ) )
If we limit the input to discrete frequencies .
0=k  k=0l..,N-1 (7.72)
N
then Eq. (7.71) can be rewritten as .
2 27
ol A ) G
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or with the shorthand notation of Section 7.4 for £=0, 1,..., N—1 as

You (k) = H (k) ¥, (k) (7.74)
Dividing both sides by N
You (¥) —H (k)% (k) (7.75)
N N

leads us to the relationship between the input and output complex DTFS representation after
filtering as

Ko (k) = H (k) X (k) (7.76)

Returning to the trigonometric form of the DTFS representation written in polar form, we can
write

Ek—oute_j¢k_out =H (k ) Ek—ine—j¢k_in (777)
or, with the magnitude and phase form for H (k)= |H (k)lej %-H substituted, we write

o Temont = |5 (k)| -t g, ¢ ein (7.78)

Separating the magnitude and phase components leads to the result

Et—ou = |H (k)| Exin (7.79)
Pr—out = Pr—in ~ Pe-1

Following a similar line of reasoning but using the rectangular form of the DTFS representation,
we write

&k—out _jl;k—aut = [Re{H(k)} +j hn{H (k)}](&k—in _jgk—in)
=[G in Re{H (k)} + by Im{H (k)}] (7.80)
—j[_&k—in hn{H(k)}+5k—in Re{H (k)}]

Separating into real and imaginary parts, we get

B —out = Gy_in Re{H (k)} + Ek-—in Im{H (k)}

) 3 (7.81)
bk—out = Q&k—in In‘l{li(k)}"'bk-in Re{H(k)}
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The procedure to filter a signal in the frequency domain is now clear. We first perform an
FFT operation on the input signal to bring it into the frequency domain. From the FFT result one
creates a DTFS representation in either rectangular or polar form. Next, each frequency
component of the input is scaled by the corresponding filter response H(k) to produce the filtered
frequency-domain output. Finally, an inverse FFT can be performed on the filtered output to
produce the filtered time-domain signal. Often, this last step can be eliminated because we can
extract all desired information from the filtered spectrum in the frequency domain.

Example 7.12

Using the time-domain samples from the noisy clock signal of Section 7.5.2, apply a second-
order Butterworth filter having the following z-domain transfer function
_ 0.0005+0.0011z' +0.00052°

1-1.9334z' +0.93557°

Plot the corresponding magnitude spectra and time-domain signals before and after filtering.
Use MATLAB’s built-in FFT and inverse FFT routines.

H(z)

Solution:

£
Using the FFT data from Section 7.5.2 on the noisy clock signal, its spectrum was multiplied by
the Butterworth filter transfer function and the resulting spectrum was converted back to the time
domain via the inverse FFT. The results are summarized in Figure 7.21.

>
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Figure 7.21. Transient and frequency spectra before and after filtering: (a) noisy clock signal, (b) magnitude of
spectrum, (c) magnitude of filter response and magnitude of filtered signal spectrum, (d) filter transient signal.
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7.4.5 Noise Weighting

Noise weighting is one common example of DSP-based filtering in mixed-signal test programs.
Weighting filters are called out in many telecom and audio specifications because the human ear
is more sensitive to noise in some frequency bands than others. The magnitude of the frequency
response of the A-weighting filter is shown in Figure 7.22. It is designed to approximate the
frequency response of the average human ear. For matters related to hearing, phase variations
have little effect on the listener and are therefore ignored in noise-related tests. By weighting the
noise from a telephone or audio circuit before measuring its RMS level, we can get a more
accurate idea of how good or bad the telephone or audio equipment will sound to the consumer.

20

a0 "

Gain (dB) P

b 2!

60

10 100 1000 10000 20000

Frequency (Hz)

Figure 7.22. A-weighting filter magnitude response.

In traditional bench instruments, the weighting filter is applied to the analog signal before it is
passed to an RMS voltmeter. In DSP-based testing, we can perform the same filtering function
mathematically, after the unweighted DUT signal has been sampled. Application of a
mathematical filter to a sampled waveform means the ATE tester does not have to include a
physical A-weighting filter in its measurement instruments. The resulting reduction in tester
complexity reduces tester cost and improves reliability. Application of the A-weighting filter is a
simple matter of multiplying its magnitude by the magnitude of the FFT of the signal under test.

A very simple form of noise filtering can be used to measure the noise over a particular
bandwidth. For example, if a specification calls for a noise level of 10 1V RMS over a band of
100 Hz to 1 kHz, then we can simply apply a brick wall band-pass filter to the FFT results,
eliminating all noise components that do not fall within this frequency range. The remaining
noise can then be measured by performing an inverse FFT followed by an RMS calculation. The
same results can be also achieved by adding up the signal power in all spectral bins from 100 Hz
to 1 kHz. To do this we simply square the RMS value of each frequency component from
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100 Hz to 1 kHz, add them all together, and then take the square root of the total to obtain the

RMS value of the noise according to
, By
2 .82
VN—rm.s = Z Ck-RMS (7 8 )
k=B,

Here B; and By are the spectral bins corresponding to the lower and upper frequencies of the
brick wall filter (excluding any DC component). In this particular case, B; and By correspond to
the 100 Hz and 1 kHz frequencies, respectively.

Exercises

7.20. The gain and phase of a particular system at 1 kHz is 0.8 and -/4, respectively.
Determine the spectral coefficient of the DTFS that corresponds to the output signal at 1 kHz
when excited by a signal with a spectral coefficient described by 0.25-/0.35. Express the
result in rectangular and polar form.

Ans. -0.0566-j0.3394; 0.3441¢7" 4

7.21. For the Butterworth transfer function described in Example 7.12, determine the gain and
phase of the filter at the following three normalized frequencies: 0; 2(27/8); and 3(27/8).

Ans. 1.0000, 5.5537x107¢7>1%, 9.5287x107%¢7 1278,

7.22. A signal with a DTFS representation given by

x[n]=1+2 005[2(-2—875]1:+%]+0.5 005[3(28”—]11]

passes through a system with a transfer function described by that in Example 7.12. What is
the DTFS representation of the output signal?

Ans.

x[n] =1+1.1107x107 cos[z(-z—;i]n—2.3229]+4.7643x10" cos{3(%]n-3.1278]

7.5 SUMMARY

Coherent DSP-based testing allows the mixed-signal test engineer to perform AC measurements
in a few tens of milliseconds. These same measurements might otherwise take hundreds or
thousands of milliseconds using traditional analog bench instruments. The AWG, digitizer,
source memory, and capture memory of a mixed-signal ATE tester allow us to translate signals
between continuous time and sampled time. Digital signal processing operations such as the
FFT and inverse FFT allow us to perform operations that are unavailable using traditional non-
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DSP measurement methodologies. Time-domain interpolations, frequency-domain filtering, and
noise reduction functions are just a few of the powerful operations DSP-based testing makes
available to the accomplished mixed-signal test engineer.

We are fortunate in mixed-signal ATE to be able to use coherent sampling systems to bypass
mathematical windowing. Bench instruments such as spectrum analyzers and digitizing
oscilloscopes must use windowing extensively. The signals entering a spectrum analyzer or
oscilloscope are generally noncoherent, since they are not synchronized to the instrument’s
sampling rate. However, a spectrum analyzer is not usually expected to produce an accurate
reading in only 25 ms; so it can overcome the repeatability problem inherent in windowing by
simply averaging results or collecting additional samples. ATE equipment must be fast as well
as accurate; so windowing is normally avoided whenever possible. Fortunately, mixed-signal
testers give us control of both the signal source and sampling processes during most tests.
Synchronization of input waveforms and sampling processes affords us the tremendous
accuracy/cost advantage of coherent DSP-based testing.

Despite its many advantages, DSP-based testing also places a burden of knowledge upon the
mixed-signal test engineer. Matthew Mahoney, author of “DSP-Based Testing of Analog and
Mixed-Signal Circuits,”” once told an amusing story about a frustrated student in one of his DSP-
based testing seminars. Exasperated by the complexity of digital signal processing, the
distressed student suddenly exclaimed “But this means we must know something!”. Indeed,
compared to the push-the-button/read-the-answer simplicity of bench equipment, DSP-based
testing requires us to know a whole lot of “something.”

The next two chapters will explore the use of DSP-based measurements in testing analog and
sampled channels. In Chapter 8, “Analog Channel Testing,” we will explore the various types of
DSP-based tests that are commonly performed on nonsampled channels such as amplifiers and
analog filters. Chapter 9, “Sampled Channel Testing” will then extend these DSP-based testing
concepts to sampled channels such as ADCs, DACs, and switched capacitor filters.

APPENDIX A.7.1

Fourier Series Representation of a Coherent Sampled Signal

Sampling a continuous-time periodic signal using coherent sampling principles leads to a
discrete-time periodic signal x[n] with Fourier series representation given by

x[n]=a0+g{ak cos[k(%]n]+bk sin[k(%)n]} (7.9

As this signal is periodic with period N over the index n, Eq. (7.83) suggests that it is also
periodic in k as well, as the role of n and k are interchangeable. The insight provided by this
observation can be used to re-arrange Eq. (7.83) in groups of N terms in the following manner

x[n]= Zo(aom,v +1§{ak+m~ cos[k(%] n]+bk+m~ sin [k(%’,i],,]}} (7.84)
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Further, due to the symmetry of the cosine and sine functions, additional simplifications can be
made. Consider regrouping the terms in Eq. (7.84), assuming N is even, as follows

x[n]= mz::oaOMN + i f_l {ak+mN cos[k(%)n}bh,w sin [k(—z—]vz)n]}

m=0 k=1

5 E oo

m=0 k=1

5 fowsms o (5) i (5 5 )

Recognizing that
z)n- =Co0§ [k (zl)n:l
N) | N
. (7.86)
sin[(N —k)(-z-z)n =—sin [k (E) n]
N) | N
2z

sn (55 -0

we can write Eq. (7.85) as

x[n]= ’go ot 5 S {[akw +aN_k+mN]cos|:k(27”)n:|

bl F & 93]

If N is odd, then the upper limit in the summation should be replaced by (N-1)/2. In this work, N
will always be assumed to be even. In terms of the sampling theorem, N/2 represents the sample
set’s normalized Nyquist frequency. Subsequently, Eq. (7.87) can be rearranged such that the
outer summation in the second and third term on the right-hand side is associated with each term
inside the braces, so that we write

(7.87)

w1)= 3 dpm+ { S (@pomt + Aykomt )}cos[k(%)n]

m=0 k=1 m=0

oSt s o S o3
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Finally, by defining

0= oemy 8= D (G +AN_psm ) N2 = D ANf2emN
70 =0 m=0 (7.89)

o0

b= (Birmn + By pemn)
m=0

Equation (7.88) can be written in a less complicated manner as
Nj2-1
x[n]=dy+ t {&k cos[k(%)n] +b, sin {k (%’;—J n]}+5N/2 cos[zn]  (7.90)
k=1

This representation is known as a discrete-time Fourier series (DTFS) representation of x{n)
written in trigonometric form.

Problems

7.1. Find the trigonometric Fourier series representation of the functions displayed in (a)—(d).
Assume that the period in all cases is 1 ms.

Av Av
5 5
>, >,
-5 -5
(a) (b)
14
5
-y
I >
(c) (d)

7.2. Find the trigonometric Fourier series representation of a sawtooth waveform x(f) having a
period of 2 s and whose behavior is described by: x(t)=t if -l<t<l.
Using MATLAB, numerically compare your FS representation with x(?).

7.3. Express the Fourier series in Problem 7.2 using cosine terms only.

7.4. Using the summation formulae in Eq. (7.12), determine the DTFS representation of the
Fourier series representation of x(f) given in Exercise 7.1. Use 10 points per period and
limit the series to 100 terms. Also, express the result in magnitude and phase form.
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7.5. A sampled signal consists of the following 5 samples: {0.1, 0.1, 1, -3, 4, 0}. Using linear
algebra, determine the DTFS representation for these samples. Also, express the result in
magnitude and phase form. Using MATLAB, numerically compare the samples from your
DTFS representation with the actual samples given here.

7.6. A sampled signal consists of the following set of samples {0, -1, 2.4, 4, -0.125, 3.4}.
Determine the DTFS representation for this sample set using the orthogonal basis
method. Also, express the result in magnitude and phase form. Using MATLAB,
numerically compare the samples from your DTFS representation with the actual samples
given here.

7.7. Derive Egs. (7.22) and (7.23) from first principles. Begin by multiplying the DTFS
representation given in Eq.(7.11) by cos |:k(27r/N )n] , then sum n on both sides from

0 to N-1. Reduce the expression by using the set of trigonometric identities given in
Eq. (7.21). Repeat usingsin[k(Zﬂ/N)n].

7.8. Plot the magnitude and phase spectrum of the following FS representations of x(z):

(a) x(1) =-g-(sinm—lsin 2ﬂt+lsin37rt-lsin4m+—---)
o ) 3 3

x(t) =%[cos(nt~%)+%cos(2m‘+%)

1 T, 1 r
+-§cos(37rt—?J+Zcos(4m+7)+...j|

o

© x(t)=-15+ ¥ —l;cos(kZﬂx103t+%)
k=1, k odd

7.9. Plot the magnitude and phase spectrum of the following DTFS representations of x[n]:

x[n]=0.6150 sin (2—”)11 —0.2749 sin 2(2—”)11
10 10
+0.1451 sin 3(2—”)11 —0.0649 sin 4(2—”)71
10 \ 10
x[n]=1+cos (2—”-)71 +sin [z—ﬂ\n +cos Z(E)n +sin Z(E)n
8 8J 8 8
—cos 3(21}1 —sin 3(—2—”-)11
8 8
7.10. A DTEFS representation expressed in complex form is given by
2r b4 2n L4 2r r| . 2T b4
_][('— n——] j[3 (— n+—] j[S (—— n——] j[7 —_— n+—]
x[n]=1+0.2¢ 3) 41+03e 3) 31+03e 3) 314020 (3) 4

Express x[n] in trigonometric form. Plot the magnitude and phase spectra.

(@)

(b)



7.11.

7.12.
7.13.

7.14.
7.15.

7.16.

7.117.
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A DTFS representation expressed in complex form is given by

2

x["]=l+(l'8‘ﬂ-9)81{ (T)"]+(0.75+j0.25)ej[3(2T”)"]

2z 2=

+(0.75- j0.25)e1[s( 8 ) ]+(1.s+ j1.9)ej[6 (2:) "]

Express x[n] in trigonometric form and plot the corresponding magnitude and phase
spectra.

Derive the polar form of Eq. (7.45) from (7.44).

Sketch the periodic extension for the following sequence of points:

(a)[0,0.7071, 1.0, 0.7071, 0.0, -0.7071, -1.0000, -0.7071]

(b) {0, 0.7071, 1.0, 0.7071, 0.0, -0.7071, -1.0, -0.7071, 0.0, 0.7071]

Using the FFT algorithm in MATLAB, verify your answers to Problems 7.4, 7.5, and 7.6.
Given

x[n]=025+05 [(%J]+01 sm[(%)n]n.l [2(%)]
a0 ) por )]

(a) Express x[n] in complex form.
(b) Using MATLAB, write a script that samples x[n] forn =0,1,....7.

(c) Compute the FFT of the samples found in part (b) and write the corresponding DTFS
representation in complex form. How does it compare with x[n] found in part (a)?
Given

2z

x[n]= (0~2—jo.4)ej{( 10 ) "] +(0.25+ jo.zs)ej{3 (%) "]

2

1 Ge)] ()]
+(0.25- j0.25)e +(0.2+ j04)e
(a) Express x[n] in trigonometric form.
(b) Using MATLARB, write a script that samples x[n] for n=0,1,...,9.
(©) Compute the FFT of the samples found in part (b) and write the corresponding DTFS

representation in trigonometric form. How does it compare with x[n] found in part (a)?

Evaluate x[n]=n*-2n? —2n+1 for n=0,1,...,9. Using MATLAB, compute the FFT of

the 10 samples of x[n] and determine the corresponding {cy} and {@} spectral
coefficients. Express the magnitude coefficients in RMS form.
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7.18.

7.19.

7.20.

7.21.

7.22.

7.23.

7.24.

7.25.
7.26.

7.27.

7.28.

7.29.

7.30.

7.31.
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Investigate the effects of increasing the observation window on the spectrum of a
noncoherent sinusoidal signal. Consider generating a sinusoidal signal using parameters
A=1, ¢=0, M=9.9, and N=64. Next, compare the magnitude spectrum of this signal when
the following samples are collected: (a) 64 samples, (b) 512 samples, (c) 1024 samples,
(d) 8192 samples. In all cases, estimate the amplitude of the sinusoidal signal.

An observation window consists of 128 points, plot the behavior of (a) rectangular
window, (b) Blackman window, and (c) Kaiser window with =10 all on the same graph.

Using the built-in window functions found in MATLAB, compute the window shape
factors for the rectangular, Blackman, and Kaiser (#=10) windows.

Repeat Problem 7.18 but view the data first through a Blackman window. Estimate the
amplitude of the sinusoidal signal.

Repeat Problem 7.18 but view the data first through a Kasier (6=10) window. Estimate
the amplitude of the sinusoidal signal.

A signal has a period of 128 ps and is sampled at a rate of 1 MHz. If 128 samples are
collected, what is the frequency resolution of the resulting FFT? If the number of samples
collected increases to 8192 samples, what is the frequency resolution of the FFT?

Repeat Example 7.9 but this time use a Blackman window. By what factor does the
accuracy of the calculation improve over the rectangular window?

Repeat Example 7.10 but this time use a Blackman window.

Using the FFT and IFFT routines found in MATLARB, together with the samples described
in Exercise 7.12, verify that IFFT(FFT(x))=x.

Using the trigonometric identities described in Eq. (7.21), derive the trigonometric form
of Parseval’s theorem given in Eq. (7.64).

Using the trigonometric form of Parseval’s theorem in Eq. (7.64) as a starting point,
derive the corresponding complex form of the theorem given in Eq. (7.64).

The complex coefficients of a spectrum of a sampled signal are:
{Xx}={0.5, 0.2-j0.4, 0, 0.25+;0.25, 0, 0.25-0.25, 0, 0.2+;0.4}.
What is the RMS value of this signal?

The magnitude coefficients of a spectrum of a sampled signal are:
{ex}={0.1, 0.3, 0, 0.05, 0, 0.001}.

What is the RMS value of this signal?

Find the coherent sample set of x[n] using MATLAB's IFFT routine assuming its spectrum
is described by the following:

015105 o[22} (222 oo 22)
ol

(a)

(b) x[n]=1+ 0.2ej[(53”—) n—:] + 0.3,ej[3 (2?”] "*_’3[] +03 ej [5 (2?”) "'%] +02 e’{7 ('2'8”'] ’”%]
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2r

(°)X[n] =(02-J 0'4)ej[[ m) ] +(0.25+j0.25)ej [3 [z) "]

2

1G] 125)-]
+(0.25-j0.25)e 1 197 14 (024 j0.4)eL !
7.32. Verify the samples in Problem 7.31 by evaluating the function at each sampling instant.

7.33. A coherent signal is sampled with a frequency of 1 MHz over a 1024-ps time interval. If
the spectrum of this signal is padded with 5120 zeros, and then converted back into the
time domain, what is the effective time resolution of this signal?

7.34. A signal with a DTFS representation given by

x[n]=0.1+2 cos 2_7:)"_1:_ +0.5 cos 5(—2—7£ n+Z
16 5 16 5

passes through a system with the following transfer function

_ 0.0020+0.004022" +0.00202>
1-1.5610z" +0.6413522

H(z)

What is the DTFS representation of the output signal?
7.35. A signal with noise is described by the following DTFS representation,

x[n]=025+2 cos[(—z-:—)n]+10'5 cos[Z(z?”)n]
el )

What is the RMS value of the noise signal that appears between bins 2 and 4?
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CHAPTER

Analog Channel Testing

8.1 OVERVIEW

8.1.1 Types of Analog Channels

Analog channels include any nonsampled circuit with analog inputs and analog outputs.
Examples of analog channels include continuous-time filters, amplifiers, analog buffers,
programmable gain amplifiers (PGAs), single-ended to differential converters, differential to
single-ended converters, and cascaded combinations of these circuits. Channels including ADCs,
DACs, switched capacitor filters, and other sampling circuits will be discussed in Chapter 9,
“Sampled Channel Testing.” However, we will see in Chapter 14, “Design for Test (DfT),” that a
sampled channel may be broken into subsections using DfT test modes, .as illustrated in
Figure 8.1.

DAT allows the filter and PGA in Figure 8.1 to be isolated from the rest of the sampled
channel for more thorough testing. Since DfT allows portions of sampled channels to be reduced

Filter input
(test mode) Single-ended
TESTING q to differential
{} power amp
AV
Digital > DAC Low-pass OUTP
samples o filter OUTN
Y VA
| Q; Volume
DAC contol ¥ 5 TESTOUT
reference
voltage Q Q PGA output
= o—o—-&o—v -0 o—o-ga/o- (test mode)
? ?
Normal Force Monitor
mode input output

Figure 8.1. Analog bus DfT for a DAC mixed-signal channel.
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to analog channel subsections, analog channel testing is extremely common in mixed-signal
device testing.

It is critically important for the mixed-signal test engineer to gain a solid understanding of
analog channel testing. The analog tests described in this chapter will represent at least half of
many mixed-signal test programs. Although many analog channel tests can be measured without
DSP-based techniques, this chapter will concentrate only on DSP-based methods of channel
testing.

As previously explained in Chapter 7, DSP-based testing is the primary technique used in
high-volume production testing of mixed-signal devices. A principal advantage of DSP-based
testing is that many of the parameters described in this chapter can be measured simultaneously.
Simultaneous measurements save test time and thereby reduce production costs.

8.1.2 Types of AC Parametric Tests

Analog and sampled channels share many AC parametric test specifications. Most of these
specifications fall into a few general categories, including gain, phase, distortion, signal
rejection, and noise. Each of these categories will be discussed in the sections that follow. We
will examine the definition of each type of test, common test conditions, the causes and effects of
parametric failures, common test techniques, and common measurement units (volts, decibels,
etc.) for each test. Finally, an example of each test will be presented to clarify test definitions
and techniques.

The test definitions in this chapter are all based on the assumption that the signals to be
sourced or measured are voltages. Some circuits operate with currents rather than voltages.
ATE testers are typically unable to measure or source AC currents directly. Some form of
voltage-to-current or current-to-voltage circuit will be needed in cases where the DUT produces
AC current outputs or requires AC current inputs.

In this chapter, we will assume that the tester’s digitizer and AWG are perfect, having no gain
errors at any frequency. This is a naive assumption at best, but one that will suffice for now. To
make accurate AC measurements with general-purpose digitizers and arbitrary waveform
generators (AWGs), proper use of software calibration is often required. Focused calibrations
can be used to compensate for the various measurement errors inherent in the general purpose
AWGs, digitizers, and other instruments in an ATE tester. In Chapter 10 “Focused Calibrations,”
we will examine the focused software calibration techniques for a variety of DC and AC
measurements.

8.1.3 Review of Logarithmic Operations

Since many of the parameters in this chapter will be expressed in decibels, it is worth reviewing
the basic characteristics of logarithms. Most logarithms in the test and measurement field are
based on logyo calculations. The following is a quick review of logarithmic properties.

Conversion from voltage ratio to gain in decibels

G(dB) =20 log,,

l;l_l =20 log, |G(V/V)] (R

2
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Conversion from gain in decibels to voltage ratio

G(dB)

AR (8.2)

G(V/V)={]

2

Conversion from a ratio of squared voltages to gain in decibels, we use
10 log,, (x*)=20 log,, (x) to obtain

LAl
sz

mf
G(dB) =10 log,,~—1-=10 log,,

W

Converting from power ratio to gain in decibels, we first make use of the fact that power is given
by P=V?/R, leading to

(8.3)

(8.4)

Common voltage ratios and their dB equivalents (It is worth memorizing these ratios and their
decibel equivalents, since they are used frequently in test engineering. Power ratios are half
these numbers, i.e. a power ratio of 2 is equal to 3.01 dB.)

1=0dB, v2=3.01 dB,2=6.02dB, 4=12.04 dB, 8 = 18.06 dB, etc.

1/¥2=-3.01dB, 1/2=-6.02 dB, 1/4 = -12.04 dB, 1/8 = -18.06 dB etc.
10 = 20 dB, 100 = 40 dB, 1000 = 60 dB, etc.
1/10 = -20 dB, 1/100 = -40 dB, 1/1000 = -60 dB, etc.

Multiplying ratios is equivalent to adding decibels:
2.0 x 4.0 = 8.0 resulting in 20xlog(8.0) = 18.06 dB, or equivalently,
6.02 dB + 12.04 dB = 18.06 dB.

Dividing ratios is equivalent to subtracting decibels:

2.0/4.0 = 0.5 resulting in 20x10g(0.5) = -6.02 dB, or equivalently,
6.02dB - 12.04 dB =-6.02 dB.

8.2 GaIN AND LEVEL TESTS

8.2.1 Absolute Voltage Levels

Absolute voltage levels are perhaps the simplest AC parameters to understand, but they can be
among the most difficult parameters to measure accurately using a general-purpose digitizer.
Most electrical engineers are familiar with the use of bench equipment such as an oscilloscope or
an AC voltmeter. The absolute voltage of a test tone is simply the RMS voltage of the signal
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Defective
—»] low-pass {—»
filter
Input signal Clipped output signal

Figure 8.2. Absolute voltage level test detects gross circuit defects quickly.

under test, evaluated at the test tone’s frequency. Energy at other frequencies is eliminated from
the measurement. DSP-based measurement techniques allow noise, distortion, and other test
tones to be easily eliminated from the RMS measurement. RMS voltmeters and oscilloscopes,
by contrast, measure the total signal RMS, including noise, distortion, and other test tones.
Spectrum analyzers offer a more frequency-selective voltage measurement capability, but they
are not always as accurate as RMS voltmeters in measuring the absolute voltage level of a pure
sinusoidal signal.

Absolute level specifications can be applied to any single-tone or multitone signal. The
purpose of an absolute level test is to detect first order defects in a circuit, such as resistor or
capacitor mismatch, DC reference voltage errors, and grotesque clipping or other distortion. For
example, if the DC voltage reference for a DAC exhibits a 5% error, then the DAC’s AC output
amplitude will likely show a 5% absolute voltage level error as well. As a second example,
consider a low-pass filter having a defective op amp (Figure 8.2). A clean sine wave input may
become clipped very badly by the defective filter, resulting in an absolute voltage level at the
filter output that is totally wrong. Obviously, it will also exhibit very high harmonic distortion as
well. Absolute voltage level tests are a good way to find grossly defective circuits very quickly.

Loading conditions can be very important to many AC and DC parametric measurements, -

including absolute voltage level tests. If a buffer amplifier is designed to drive 32 Q in parallel
with 500 pF, then it makes no sense to test its absolute level in an unloaded condition.
Generally, the test engineer must determine the worst-case loading conditions for a given output
and test AC parameters using that loading condition. Device data sheets usually list a specific
loading condition or a worst-case loading condition, which the output must drive during an
absolute level test. The test engineer must design this load into the device interface board (DIB).
In most cases, the load must be removable so that tests like continuity and leakage can also be
performed on the DUT output. Electromechanical relays are often added to the DIB board to
facilitate the removal of loads from DUT outputs.

Units of measure for absolute level tests vary somewhat, but they usually fall into a few
common categories. Absolute levels may be specified in RMS volts, peak volts, peak-to-peak
volts, dBV (decibels relative to 1.0 volt RMS), and dBm (decibels relative to 1.0 mW at a
specified load impedance). When dealing with differential inputs or outputs, each of these
measurement units can be defined from either a single-ended or differential perspective
(Figure 8.3). It is critical for a test engineer to be able to communicate these units of measure
without ambiguity. It is aggravating to ask an engineer to measure the voltage at the output of a

:

3
3

differential circuit, only to get the reply “1.2 V.” Does the answer refer to a single-ended or }
differential measurement? Is it peak, peak-to-peak, or RMS? ~ i
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2.0 V Peak-to-peak, single ended

0.707 V RMS, single-ended
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4.0 V Peak-to-peak, differential
1.414 V RMS, differential

Figure 8.3. Equivalent voltage measurements for single-ended and differential signals.

When referring to a single-ended signal, it is acceptable to drop the single-ended / differential
notation since there is no ambiguity. But when referring to a differential signal, it is imperative
to specify the measurement type. Many times, correlation errors between the bench and ATE
tester turn out to be simple misunderstandings about signal level definitions. Design errors can
even be introduced if a customer specifies a differential signal level in the data sheet and the
design engineer misinterprets it as a single-ended specification. Absolute voltage levels must be
specified using a clear level definition, such as 1 V RMS, differential or 1 V peak, single-ended.

Decibel units can be abused as well. A signal level of +3.7 dB is meaningless, because it has
no point of reference. What voltage level corresponds to 0 dB? The decibel unit represents a ratio
of values, and as such it is inappropriate to refer to an absolute voltage level using decibels.
Decibel units, when used to specify absolute levels, must include a definition of the 0 dB
reference level. A common point of reference is 1 V RMS. When this definition of 0 dB is used,
the measurement is expressed in dBV, or decibels relative to 1 V RMS. Differential reference
levels are always used when measuring differential signals, and single-ended reference levels are
always used when measuring single-ended signals. Therefore, dB units do not require a single-
ended/differential notation. Nevertheless, we shall specify the measurement type explicitly in
this text to avoid confusion.

_____
Example 8.1

The positive side of a differential sine wave has a peak amplitude of 500 mV, as shown in
Figure 8.4. Assuming the negative side is perfectly matched in amplitude and is 180 degrees out
of phase, calculate the signal amplitude in dBV, differential.
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Figure 8.4. Differential sine wave at 500 mV peak, single ended.

Solution:

Since we need to compare this signal to 1.0 V RMS, differential, we start by converting the
single-ended peak signal into differential RMS units. We rely on the fact that a sine wave
always has a peak-to-RMS ratio of 1.414 (square root of two)

500 mV peak, single-ended = 1.0 V peak, differential
= 0.707 V RMS, differential

Next, we convert RMS volts to dBV using the equation

. RMS signal level
1level (dBV)=20 log,,|——————
signal level (dBV) %0 ™ 0V RMS
resulting in
0.707 V RMS
ignal level (dBV) =20 log,,|—————=-3.01dBV
signal level (dBV) og10| OV RMS ,

Another commonly used absolute voltage unit is the dBm (decibels relative to 1.0 mW).
0 dBm is the voltage corresponding to 1 mW of power dissipation at a particular load impedance.
A specified load impedance must always be linked to the dBm unit, since different load
impedances will dissipate different amounts of power at a given voltage level. Sometimes the
load impedance is specified in a note in the data sheet, but other times it is tied directly to the
dBm unit (i.e., —30 dBm at 50 Q).

Example 8.2

Convert a 250-mV single-ended RMS measurement into dBm units at 600 .
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Solution:

It is first necessary to convert the voltage level to a power level using the equation

2
ower = ——
P R

Then the signal power is compared to the 1-mW reference using the equation

The total equation is therefore

2
signal level (dBm)=10 logm(lV /VI:I J
m

Converting the 250 mV signal into dBm at 600 Q

(250 mV)’ /600

signal level (dBm) =10 10310[ TmW
m

J=—9.823 dBm at 600 Q

— e — —

Exercises

8.1. Convert a 1-V peak, single-ended signal into dBV units.

Ans. -3.01 dBV.

8.2. Convert a 1-V peak-to-peak, differential signal into dBV units.
Ans, -15.05 dBV.

8.3. Convert a 1-V RMS, differential signal into dBm units at 50 Q.
Ans. +6.99 dBm

84. An FFT analysis reveals that a particular tone has a spectral coefficient of
-0.2866-/0.133643 V. What is the amplitude of this tone? What is its RMS value? Express
this value in dBV units.

Ans. 0.3162 V; 0.2236 V; -13.01 dBV.

On a mixed-signal ATE tester, absolute voltage levels are usually measured using a general-
purpose digitizer in conjunction with Fourier analysis (i.e., DSP-based testing). Digitizers are
often capable of measuring either single-ended signals or differential signals. To measure
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differential signals, the digitizer uses an instrumentation amplifier at its front end. The
instrumentation amplifier converts a differential input signal into a single-ended signal before it
is measured. If a digitizer lacks the capability to measure differential signals, then the test
engineer must capture each side of the signal separately, using either two digitizers or using the
same digitizer twice. The two signals must then be combined mathematically by subtracting the
negative signal from the positive signal.

8.2.2 Absolute Gain and Gain Error

In analog channels, absolute gain is simply a ratio of output AC signal level divided by input
signal level at a specified frequency

|2
out 8.5
7 (8.3)

G=

<

Absolute gain is frequently converted from V/V units to decibel units using the formula

G(dB) =20 log,, |G(V/V)| (8.6)

Often a channel’s gain is specified using a minimum and maximum absolute gain. Sometimes,
though, a channel’s gain is specified in terms of its error relative to the ideal absolute gam This
parameter is called gain error.

Gain error AG is defined as the actual (measured) gain of a channel, in volts/volt, divided by
its ideal (expected) gain. When working with decibels, gain error is defined as the actual gain in
dB minus the ideal gain Gipey in dB (since subtracting logarithms is equivalent to dividing
ratios).

AG(dB) = G(dB) ~ Gipgy, (dB) | 1)

For example, a channel may have an absolute gain of 12.35 dB (4.145 V/V), but its ideal gain
should be 12.04 dB (4.0 V/V). Its gain error is therefore 12.35 dB - 12.04 dB = 0.31 dB (or
equivalently, 4.145 V/V / 4.0 V/V = 1.036 V/V). While absolute gain and gain error can be
specified using either V/V or decibels, gain error is usually specified in decibels.

Gain errors are frequently the result of component mismatch in the DUT. For example,
mismatched resistors in an op amp gain circuit lead to gain errors. Excessive gain errors can lead
to a number of system-level problems. In audio circuits, gain error can result in volumes that are
too loud or too soft. Extreme gain errors can also lead to clipped (distorted) analog signals. In
data transmission channels, the distortion caused by gain errors can lead to corrupted data bits.
Absolute gain and gain error tests are well suited to the detection of gross functionality errors
like dead transistors or incomplete signal paths.

Gain tests are commonly performed at a signal level below the maximum allowed signal level
in a channel. The reason a full-scale signal is not used is that it might cause clipping (harmonic
distortion). Distortion can be introduced if the gain error or offset of the signal causes the circuit
under test to clip either the top or bottom of the test signal. Distortion in turn causes an error in
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the absolute gain reading, since energy from the test signal is transferred into distortion
components. Since we want to be able to distinguish between gain errors and distortion errors,
gain measurements are often performed a few decibels below full scale (typically 1 to 3 decibels
below full scale). A separate distortion test can be performed at full scale to determine the extent
of clipping near the full-scale signal range.

Gain and gain error tests are often tested with a single test tone, rather than a multitone signal.
In audio circuits, a 1-kHz test tone is very commonly specified in the data sheet, since the
average human ear is maximally sensitive near 1 kHz.

—— —

Example 8.3

A tester’'s AWG sources a sine wave to a low-pass filter with a single-ended input and
differential output. A digitizer sampling at 8 kHz captures 256 samples of the sine wave at the
input to the filter (Figure 8.5). The FFT of the captured waveform shows a signal amplitude of
1.25 V RMS at the thirty seventh FFT spectral bin. The digitizer is then connected to the output
of the filter using electromechanical relays (Figure 8.6). The digitizer captures 1024 samples of
the output of the filter (differentially) using a 16-kHz sampling rate. The output FFT shows a
signal amplitude of 1.025 V RMS in one of the spectral bins. What is the frequency of the test
signal? Which spectral bin in the FFT of the output signal most likely showed the 1.025 V RMS
signal level? Assuming the digitizer is perfectly accurate in both sampling configurations, what
is the gain (in decibels) of the low-pass filter at this frequency? The ideal filter gain at this
frequency is —1.50 dB. What is the gain error of the filter at this frequency? Is the filter output
too high or too low?

Solution:

8 kHz sampling rate,

256 samples
\ N /
OuUTP

N DUT LAV 125V RMS
AWG » low-pass < _Digitizer FFT t+—
- filter —=> —

OUTN
VAR v4

Figure 8.5. Sampling system configuration during LPF input measurement.

Y

16 kHz sampling rate,

1024 samples
{ ~ /"
put [OUTP 1.025 V RMS
AWG low-pass < Digitizer = FFT —
filter .
OUTN
VA

Figure 8.6. Sampling system configuration during LPF output measurement.
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First we have to understand our sampling systems. When sampling the input signal, the digitizer
samples at 8 kHz and captures 256 samples. This results in a fundamental frequency of
8 kHz / 256 = 31.25 Hz. The test frequency is therefore 37x31.25 Hz = 1156.25 Hz. Since the
output of the filter must occur at the same frequency as the input, the output signal should also
appear at 1156.25 Hz. When sampling the output signal, the digitizer samples at 16 kHz and
captures 1024 samples. This sampling system results in a fundamental frequency of
16 kHz / 1024 = 15.625 Hz. The FFT spectral bin containing this signal energy must therefore
be located at 1156.25 Hz/15.625 Hz = spectral bin 74. Any signal energy falling in any other
FFT spectral bin is therefore either noise or distortion.

The gain is calculated using a logarithmic calculation as follows

I/oul
V.

in

G(dB) =20 log,, |-24=20 log,, =-1.724dB

125V

1:025 vl

The gain error is therefore equal to -1.724 dB — (-1.50 dB) = -0.224 dB. This means that the
filter output is lower than it should be.

X

8.2.3 Gain Tracking Error

Gain tracking, or gain tracking error, is defined as the variation in the gain G (expréssed in dB)
of a channel with respect to a reference gain Ggzr (also expressed in dB) as the signal level Vi,
changes.

AG(dB)=G(dB)—Ge (dB) vs. V, (8.8)

Ideally, a channel should have a constant gain, regardless of the signal level (unless of course the
signal is high enough to cause clipping). A perfectly linear analog channel has no gain tracking
error. But small amounts of nonlinearity and other subtle circuit defects can lead to slight
differences in gain at different signal levels. Gain tracking error is also introduced by the
quantization errors in a DAC or ADC channel. As the signal level in a DAC or ADC quantized
channel falls, the quantization errors become a larger percentage of the signal. Thus gain
tracking errors in a quantized channel are most severe at low signal levels.

Gain tracking is calculated by measuring the gain at a reference level, usually the 0-dB level
of the channel, and then measuring the gain at other signal levels (+3 dB, -6 dB, -12 dB, etc.).
Gain tracking error at each level is calculated by subtracting the reference gain Grer (dB) from
the measured gain G (dB) corresponding to that level.

Gain tracking is often measured in 6-dB steps (factors of 2) for characterization. The number
of steps is usually reduced to three or four levels after characterization of the device identifies
which levels are most problematic. The reduction of levels saves considerable test time. Gain
tracking error is almost always specified in decibels, although V/V would also be an acceptable
unit of measure.
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Example 8.4

The data sheet for a single-ended analog voltage follower defines a 0 dB reference level of
500 mV at the voltage follower input. The gain tracking specification for this device calls for a
gain tracking error of +0.25 dB at a +3.0 dB signal level and +0.05 dB gain tracking error from
0.0 dB to —54.0 dB signal level. In this data sheet, gain tracking error is referenced to the gain at
the 0-dB signal level. The gain error of the voltage follower is measured at each of the signal
levels in Table 8.1, resulting in a series of absolute gain values. Calculate the gain tracking
errors at each level and determine whether or not this device passes the gain tracking test.
Calculate the input signal level at —54 dB.

Table 8.1. Absolute Gains for Gain Tracking Measurement

Signal Level Absolute Gain Signal Level Absolute Gain
0 dB (500 mV) 0.02dB
(reference gain)
+3dB -0.18 dB -30dB -0.02dB
(slight clipping causes
test tone attenuation)

-6 dB 0.02 dB -36 dB -0.03dB
-12dB 0.01 dB -42 dB ©-0.04dB
-18dB 0.00 dB -48 dB -0.05dB
-24dB -0.01dB -54 dB -0.07dB

Solution:

We convert each absolute gain measurement into a gain tracking error measurement using the
absolute gain at 0 dB as the reference level. To convert each absolute gain into gain tracking
error, we subtract the reference gain (0.02 dB) from the absolute gain at each level. The gain

tracking errors at each level are listed in Table 8.2.

Table 8.2. Gain Tracking Errors for Voltage Follower

Signal Level Gain Error AG Signal Level Gain Error AG
0 dB (500 mV) 0.00 dB
(by definition)
+3 dB -0.20dB -30dB -0.04 dB
-6 dB 0.00dB -36 dB -0.05 dB
-12dB -0.01dB -42 dB -0.06 dB
-18dB -0.02dB -48 dB -0.07 dB
-24dB -0.03dB -54dB -0.09 dB
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This voltage follower fails the specification limits of $£0.05 dB at all signal levels lower than
-30 dB.

The signal level at —54 dB is calculated using the formula

0 dB level x 10%49B/2088 _ 500 my RMS x 1054 48/20
0.998 mV RMS

— S ————————————— — —

-54 dB signal level

Exercises

8.5. The gain of an amplifier is measured with a 1-kHz tone test. An FFT analysis reveals
that the input and output signals have spectral coefficients of -0.2866-j0.133643 and
0.313150-0.044010 V, respectively. What is the gain of this amplifier?

Ans. 1 V/V.
8.6. The gain of an analog channel is assumed to be described by the following equation
G=09+0.1¥,-0.01 ¥}

What is the gain error of the channel at an input level of 3.0 V RMS if the ideal gain is
1 V/V? What is the gain error when the input is increased to 5.0 V RMS?

Ans. 1.L11 V/V; 1.15V/V,

8.7. Using the gain expression in Exercise 8.6, determine the gain tracking errors at input
levels of 3 dB, 0 dB, -3 dB, -6 dB, and —12 dB, when the 0-dB reference level corresponds to
a 100-mV RMS input level?

Ans. 0.0383 dB, 0dB, -0.0274 dB, -0.0470 dB, -0.0709 dB.

8.2.4 PGA Gain Tests |

A programmable gain amplifier (PGA) can be set to multiple gain settings using a digital control
signal. PGAs are commonly used as volume control circuits in cellular telephones, televisions,
etc. The absolute gain at each step in a PGA’s gain curve is often less important than the
difference in gain between adjacent steps. PGAs are often specified with an absolute gain at the
first setting, a total gain difference between the highest and lowest setting, and the gain step size
from each gain setting to the next.

For example, consider a 32-step PGA that has an ideal step size of 1.5 dB from each gain step
to the next (Figure 8.7). If its lowest gain setting is 0 dB, then it should ideally be programmable
to any of 32 different gains: 0 dB, 1.5 dB, 3.0dB, 4.5 dB, ..., 46.5 dB. The gain range is defined
as the highest gain (dB) minus the lowest gain (dB). Ideally, the gain range in this example
should be 46.5 dB. PGA gain specifications, like other gain specifications, are usually tested at



Chapter 8 ® Analog Channel Testing 261

250 T T T T ] T
PGA
200} -
150 1.5dB -
G S per step
ain ain setting
vy 100k a -
50 -
0 -
-50 ] | ] L 1 ]
0 5 10 15 20 25 30 35

Gain setting (0-31)

Figure 8.7. Programmable gain amplifier gain curve.

a particular frequency, such as 1 kHz. The absolute gain, gain step size, and gain range can all be
measured by setting the PGA into each of its 32 settings and measuring the output voltage level
divided by the input voltage level.

The absolute gain of each step can be measured by leaving the input signal unchanged and
observing the change in output voltage. This eliminates the need for a focused calibration
process, since the change in output level is equal to the gain step size regardless of any gain
errors in the digitizer or AWG. Although it is possible to measure gain steps in this manner, it is
probably best to adjust the input level at each step to produce a fairly constant output level at
least 3 dB lower than the full-scale output level. This second technique avoids clipping while
producing a strong output signal level at all gain settings. Remember that strong signals are less
susceptible to noise, yielding better repeatability in the measurement.

It is worth noting that the 32 gain measurements could potentially be reduced to only 6
measurements, assuming the PGA is well designed. If the PGA is designed with 32 individual
resistors in the op amp gain circuit, then each step must be measured individually (since any one
resistor may be defective). However, if the PGA’s gain is controlled by a sum of five binary-
weighted resistors, each controlled by one of the PGA’s control bits, then only the op amp and
the five resistor paths need to be tested. This corresponds to the gains at 00000, 00001, 00010,
00100, 01000, and 10000.

The complete gain curve can be calculated by adding the gains in a binary-weighted fashion.
This partial testing approach requires that superposition is proven to be a valid assumption
through characterization of the PGA. For example, assume superposition is shown to be valid in
a 3-bit PGA (8 gain stages) with 1.5-dB gain steps. Measuring the gain at each major transition
yields the gain measurements in Table 8.3.
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Table 8.3. Measured PGA Gains

Gain Setting Measured Gain
0-dB setting (000) 0.01dB
1.5-dB setting (001) 1.48dB
3.0-dB setting (010) 325dB
6.0-dB setting (100) 6.01dB

The remaining gains can be calculated using superposition of the measured gain steps

(Table 8.4).
Table 8.4. Calculated PGA Gains -
Gain Setting Calculated Gain
4.5-dB setting (011) Gain=0.01 dB + 1.48 dB +3.25 dB=4.74 dB
7.5-dB setting (101) Gain=0.01dB+ 1.48dB +6.01 dB=7.5dB
9.0-dB setting (110) Gain=0.01 dB +3.25 dB + 6.01 dB=9.27 dB
10.5-dB setting (111) Gain=0.01 dB + 1.48 dB +3.25 dB + 6.01 dB = 10.75 dB

The binary-weighted PGA is an example of a subtle form of design for test (DfT). By
choosing a design architecture that is based on a weighted structure with excellent superposition
characteristics, the IC design engineer can reduce the test requirements from eight measurements
to four. The remaining four measurements can be calculated in a fraction of the time it would
take to measure them explicitly. The test engineer should get involved early in the design
process to suggest such architectural features, or at least make the test impact of such design
choices known to the design engineers.

- @ T
Example 8.5

A single-ended 3-bit PGA is stimulated with a constant 100-mV RMS sine wave input at 1 kHz.
The output response at each of the 8 gain settings is listed in Table 8.5. Calculate the absolute
gain at each gain setting. Calculate the gain step size at each transition. Calculate the gain
range. Is superposition a valid assumption for this PGA? Is it safe to modify the test program to
measure only four gains and calculate the other four using a binary-weighted mathematical
approach?

Solution:

Table 8.6 lists the absolute gain at each PGA step, calculated using the formula

out

G(dB) =20 log, ’;

wn

out

100 mV RMS

=20 log,,
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Tabie 8.5. PGA Output Voltages with 100-mV Input

Gain Setting Output Voltage Gain Setting Output Voltage

0dB 100.00 mV RMS 6.0dB 200.45 mV RMS

1.5dB 119.26 mV RMS 7.5dB 239.06 mV RMS

3.0dB 140.44 mV RMS 9.0dB 280.87 mV RMS

4.5dB 167.50 mV RMS 10.5dB 334.96 mV RMS

Table 8.6. PGA Measured Gains

Gain Setting Measured Gain Gain Setting Measured Gain
0dB 00dB 6.0dB 6.04dB
1.5dB 1.53dB 7.5dB 7.57dB
3.0dB 295dB 9.0dB 8.97dB
45dB 448dB 10.5dB 10.50 dB

Table 8.7 lists the gain step sizes, calculated by taking the difference in gain between adjacent

steps.

Table 8.7. PGA Gain Step Sizes

PGA Transition Gain Step Size
0dBto 1.5dB 1.53dB-0.00dB=1.53dB
1.5dBto 3.0dB 295dB-1.53dB=142dB
3.0dBto4.5dB 448 dB-295dB=1.53dB
45dBto 6.0dB 6.04 dB —4.48 dB = 1.56 dB
6.0dBto7.5dB 7.57dB-6.04 dB=1.53 dB
7.5dBt09.0dB 897dB-757dB=1.44dB
9.0dB to 10.5 dB 10.50 dB-8.97 dB=1.53 dB

Gain range is calculated by subtracting the 0-dB gain measurement from the 10.5-dB gain

measurement.

gain range = 10.52dB-0.00dB = 10.52 dB

If we calculate the gains at 4.5, 7.5, 9.0, and 10.5 dB using superposition instead of actual
measurements, as we did in Table 8.4, we get the results in Table 8.8.
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Table 8.8. Comparison of Measured Gains with Calculated Gains.

Gain Actual Gain Calculated Gain using Superposition Error
Setting

4.5dB 4.48dB 0.00dB +1.53 dB +2.95 dB=4.48 dB 0.00 dB
7.5dB 7.57dB 0.00dB +1.53 dB + 6.04 dB=7.57 dB 0.00 dB
9.0dB 8.97dB 0.00dB +2.95 dB + 6.04 dB = 8.99 dB 0.02dB
10.5dB 10.50 dB 0.00dB+1.53dB+2.95dB+6.04dB=10.52dB | 0.02dB

The question of whether or not superposition holds and whether or not we can change to a
superposition calculation instead of a full measurement process is a trick question for two
reasons. First, we have not specified the test limits. Do we have test limits that are tight or loose
relative to the behavior of the typical DUT? If the limits are loose, we can probably tolerate the
0.02-dB errors in the superposition calculations. We can account for the errors by tightening our
guardbands (tightening the normal test limits by 0.02 dB, for example). If the average device
performance is very close to the test limits, however, then we cannot tolerate as much error and
the superposition technique may not be acceptable.

Another reason this is a trick question is that we are looking at the results from a single DUT. A
good engineer should never draw broad conclusions about device characteristics from a single
DUT or even a limited sample of DUTs. This is one of the most common mistakes a novice test
engineer makes. We would have to see superposition hold over at least three production lots
(thousands of devices) before we would have confidence that we could change the test program
to the faster superposition methodology. Also, we would need to confirm with the design
engineer that the PGA is designed in such a way that superposition should be a valid assumption.
This gives us confidence that we are making a sensible decision about the expected :i
charactenstics of the DUT.

Exercises

8.8. An analog channel with a differential input and differential output has an ideal gain of
6.02 dB. What is the gain error of the channel if a 202.43-mV RMS signal appears at the
output when a 100-mV RMS sine wave is applied to its input?

Ans. +0.1055 dB.

8.9. An analog channel is excited by a 100-mV single-ended sinusoidal signal. A digitizer
captures 512 samples using a 16-kHz sampling rate. An FFT analysis reveals a single peak
value of 0.043 V RMS in the one hundred eleventh spectral bin. What is the frequency of the
test signal? What is the absolute gain of the channel in V/V?

Ans. 3.46875 kHz; 0.43 V/V.

3
u
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8.2.5 Frequency Response

Frequency response is similar to gain tracking in the sense that it is a measurement of gain under
varying signal conditions, relative to a reference gain. Frequency response is most commonly
used to measure the transfer function of a filter. Sometimes a frequency response test is used to
measure the bandwidth of a circuit such as an op amp gain circuit to verify that its
gain/bandwidth product is acceptable.

If a filter’s transfer function is not within specifications, the system-level consequences
depend on the filter’s purpose. For example, a low-pass antialias filter removes high-frequency
components from a digital audio recorder’s ADC input. If the antialias filter transfer
characteristics are not correct, the result can be unpleasant alias tones in the audio signal once it
is reconstructed with a digital audio playback DAC.

Unlike gain tracking tests, in which the signal amplitude is varied, a frequency response test
measures the variation in the gain of a circuit as the signal frequency is varied. One signal
frequency is chosen as the reference frequency and the gain of the circuit at that frequency is the
reference gain. All other gains are measured relative to the reference gain

AG(dB)=G(dB)— Gy (dB) vs. frequency (8.9)

For this reason, the gains computed according to Eq. (8.9) are called relative gains. Sometimes,
the reference frequency is 0 Hz, meaning that all gains are measured relative to the circuit’s DC
gain. When DC is used as the reference frequency, it is often possible to measure the gain at a
very low frequency (say, 100 Hz) rather than making a separate DC gain test as described in
Chapter 3. This approach allows a single-pass DSP-based test, which saves test time.
Sometimes the reference gain is defined as the midpoint between the highest and lowest gain in
the frequency response curve. For example, if a filter’s absolute gain varies from +0.25 dB to
—0.31 dB across its in-band frequency range, then the reference gain Gger is the average of these
maximum and minimum gains

0.25-0.31
Grgp = 0257031 > )_ 00348

Frequency response is usually measured using a coherent multitone signal so that all signal
frequencies can be measured simultaneously, saving test time. Sometimes the test must be
broken into two parts, an in-band test and an out-of-band test. The reason it must sometimes be
split is that the out-of-band components at the output of a filter may be extremely low in
amplitude compared to the in-band components.

The out-of-band components must sometimes be amplified by the front-end circuitry of the
ATE digitizer or by a local gain circuit on the DIB board before they can be measured
accurately. This amplification technique is especially useful if the nonamplified out-of-band
components would otherwise fall below the digitizer’s quantization noise floor. Applying the
same amplification to the in-band components might result in clipped signals. If so, the in-band
and out-of-band components must be measured separately, at two different amplification
settings. Ideally, though, the in-band and out-of-band components should be measured
simultaneously to save test time.
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Frequency response is usually measured with equal-level multitone signals in which the RMS
amplitudes of the test tones are set equal to one another. To achieve a desired signal level, the
amplitude of each tone is set to the desired total signal RMS amplitude divided by the square
root of the number of test tones. For example, to produce a four-tone multitone signal with

100-mV RMS signal level, each tone must be set to100 mV RMS/ JZ , or 50 mV RMS.

The frequencies of the tones should be chosen so that they do not produce harmonic or
intermodulation distortion overlaps. The phase of each tone is randomly selected to produce a
signal with an acceptable peak-to-RMS ratio. (For a review of these and other considerations in
making a multitone measurement, refer to Chapter 6, “Sampling Theory” and Chapter 7, “DSP-
Based Testing.”)

As in all AC measurements, the DUT and tester must be allowed to settle to a stable state
before valid data can be collected. Therefore, the tester’s AWG must begin sending the input
signal to the DUT for several milliseconds before the digitizer begins collecting samples. This
precollection time is referred to as settling time. The settling time of an AC measurement is
related to the signal frequency of interest and the filter characteristics of the DUT, AWG, and
digitizer. In general, the lower the frequency being tested, the longer it takes to settle.

For example, a 10-Hz high-pass filter is difficult to test in production because it takes many
tens or hundreds of milliseconds to settle to a steady state. Also, the higher the order of the filter,
the longer it takes to settle. A band-pass filter with a quality factor () of 10 takes much longer
to settle than one with a Q of 1. For this reason, it is a good idea to get the DUT and AWG
settling process started as early as possible in each test to reduce the test program’s settling time
overhead.

Once the filter has settled and its output has been digitized, frequency response is simple to
calculate. Frequency response is calculated by first performing Fourier analysis (i.e., a DFT or
FFT) on the waveforms collected at the DUT input and output. The gain at each frequency is
then calculated by dividing the FFT’s response to the DUT output signal by the DUT’s input
signal. The FFT allows a separate gain calculation at each frequency of interest. The reference
gain (in dB) is then subtracted from each of the other gains to normalize them to the gain at the
reference frequency. The absolute gain of the filter at the reference frequency is usually tested as
a separate specification to guarantee that the filter’s overall absolute gain is within specifications.

]
Example 8.6

A band-pass filter is formed by cascading a 60-Hz high-pass filter with a 3.4-kHz low-pass filter.
The filter’s frequency response specification is shown in Table 8.9. Specifications at
intermediate points are determined by linear interpolation between the specified points, on a
log/log scale. These upper and lower gain limits form the filter’s gain mask (Figure 8.8).

The data sheet defines | kHz as the reference frequency. The data sheet also specifies that the
—3.01-dB gain points must occur between 170 and 190 Hz (high-pass cutoff) and between 3550
and 3650 Hz (low-pass cutoff). Measure the frequency response of the filter, using a multitone
signal. Calculate the signal level of each input tone that will result in a combined signal level of

1.0 VRMS. i i
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Table 8.9. Filter Gain Mask Inflection Points
Fregq. Lower Limit | Upper Limit Freq. Lower Limit | Upper Limit
<10 Hz None -30dB 300 Hz -0.5dB +0.5 dB
50 Hz None -25dB 3000 Hz -0.5dB +0.5 dB
60 Hz None -23dB 3400 Hz -1.35dB 0.0 dB
200 Hz -1.28 dB 0.0dB 4000 Hz None -14.0dB
>4600 Hz None -32.0dB
5 T !
0 e ———— Aql '' =5 —
5 - Upper limit / - ::l'n‘ —
mask ) Lower limit i
Y / mask !
10k \ ”I \ ‘= _ﬂ
/ 1
Gain e I’I == ﬂ
(dB) :,
.20 |- / ! -
g
25~ A d i -
—————— /v ':
30" Typical : 7
frequency i
35 response E =
E -40 L . E
10

100 1000 1.10*
Frequency (Hz)

Figure 8.8. ideal filter frequency response and gain mask.

Solution:

This specification points out a number of problems with frequency response testing. First, the
in-band response has to be guaranteed over a range of frequencies, yet the data sheet does not
specify which subset of frequencies should be measured in production. Obviously, we could
sweep the frequency from 0 to 8 kHz in 1-Hz steps, but that would be unacceptably time-
consuming for production testing. A limited number of tones must be chosen. Second, the 3-dB

cutoff frequencies are specified. We do not have time to search for the exact frequency that
results in a relative gain of —3.01 dB; so we have to find a compromise.
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/ Problem
/ areas

Problem
areas

Figure 8.9. Problem areas in the filter frequency response.

The solution to the first problem is to determine the frequencies that are most likely to cause the
filter to fail the upper and lower frequency-response limits of the filter through a detailed Monte
Carlo or sensitivity analysis. This is usually a procedure that the design engineer has performed
prior to releasing the design into production. We can see the potential problem areas by looking
at a magnified view of the ideal frequency response plotted against the gain mask (Figure 8.9).
We begin by choosing the problematic frequencies in the passband, corresponding to the peaks
and valleys of the ideal frequency-response curve. In this example, the peaks and valleys of the
in-band ripple are expected at 850, 1600, 2310, 2860, and 3150 Hz. Next we select frequencies
at the center of the out-of-band side lobes, located at 100, 4430, and 4860 Hz. The gains at these
frequencies are the most likely to cross the upper gain mask.

One solution to the —3-dB frequency problem is to place two frequencies at the upper and lower
limits of the ~3-dB points (170, 190, 3460, and 3560 Hz). We can then interpolate between the
gains at these frequencies (using a log/log interpolation) to find the approximate location of the
-3-dB frequency. (Log/log interpolations are explained in Section 8.7, “Weighting Filters.”)
Altematively, we can simply require that one gain must be greater than —3.01 dB and the other
must be less than —3.01 dB. The interpolation technique is more accurate, but the pass/fail
technique is a bit faster.

Next we choose frequencies at the inflection points of the upper and lower masks. These
correspond to the frequencies in Table 8.9. Since a 10-Hz tone would require a2 minimum of
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100 ms of data collection time to capture just one cycle, and since the ideal characteristics are so
far from the specified mask, we will eliminate the 10- and 50-Hz tests from our frequency list.
This is another example where a robust design allows us to avoid costly testing. Of course, we
should be prepared to verify that the average device does have this characteristic, but we can
perform that characterization in a separate test and later eliminate it from the production test list.

We now have the following list of frequencies corresponding to the in-band and out-of-band
regions of the filter: 60, 100, 170, 190, 200, 300, 850, 1000 (reference frequency), 1600, 2310,
2860, 3000, 3150, 3400, 3460, 3560, 4000, 4430, 4600, and 4860 Hz. Clearly the choice of a
limited set of frequencies is a complicated one. The test engineer needs to work with the design
team to predict which tones are most likely to cause filter response failures. These “problem
areas” are the logical choice for production testing.

Of course, we have to adjust the frequencies of the actual test tones slightly to accommodate
coherent DSP-based testing, as explained in Chapters 6 and 7. When correlating the ATE tester
results to measurements made with bench equipment, the test engineer must communicate the
exact frequencies used on the tester. Otherwise, differences in test conditions may introduce
correlation errors between the tester and bench.

We can either test the filter with this 20-tone multitone signal all at once or we can split it into
two tests. The decision is based on the repeatability we can achieve with a single-pass test. For
this example a single-pass test is probably acceptable, since the lowest out-of-band gain
specification is —32 dB. If the lowest gain were instead —80 dB, then we might worry about the
measurement of such a small signal in the presence of the much larger in-band signals.

To calculate the desired signal level of each tone, we divide the total signal RMS by the square
root of the number of tones. Each tone should therefore be set to 1.0 V RMS/ V20 or223.6 mV
RMS to achieve a total signal amplitude of 1.0 V RMS at the filter’s input.

0 10m 20m 30m 40m SOm B0m 70m B80m 90m 100m 110m 120m128m
Time (sec]

Figure 8.10. Filter input voltage versus time.
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, digitized at a sampling rate of 16 kHz and 2048

Figure 8.10 shows the 20-tone input signal

f the input signal.

captured samples. Figure 8.11 shows the magnitude of the spectrum o

h plots have been

Figure 8.12 shows the magnitude of the spectrum of the digitized output. Bot

1 components

converted to a logarithmic scale (dBV) so that we can see the low amplitude signa

(including noise) as well as the high ones.
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Figure 8.11. Filter input voltage (dBV) versus frequency.
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Figure 8.12. Filter output voltage (dBV) versus frequency.
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The absolute gains are computed using the formula

O

G(dB)=20 log,, ’;“’

in

(8.10)

The computed absolute gains and the frequency response (gains relative to the gain at 1 kHz) are
listed in Table 8.10. Note that this example filter failed in two places, corresponding to the lower
mask problem areas in Figure 8.9. We can see from the enlarged view of the problem areas in
the filter mask that the gains at these frequencies were going to be very close to failure.

Table 8.10. Band-Pass Filter Absolute Gains and Relative Gain Measurements

Frequency Absolute Gain Relative Gain Lower Limit Upper Limit
(Freq. Resp.)

1000 Hz (ref.) 0.168 dB 0.00 dB -0.50dB +0.50 dB
60 Hz -57.44 dB -57.27dB NA -23dB
100 Hz -33.62 dB -33.79dB NA -13.24dB

(interpolated)
170 Hz -4.87dB -5.04 dB NA -3.01dB
190 Hz -1.89dB -2.06 dB -3.01dB ‘ NA
200 Hz -1.128 dB -1.296 dB Fail -1.280 dB 0.0dB
300 Hz 0.013dB -0.155dB -0.50 dB +0.50 dB
850 Hz 0.181 dB 0.013dB -0.50 dB +0.50 dB
1600 Hz 0.017dB -0.151dB -0.50 dB +0.50 dB
2310 Hz 0.266 dB 0.098 dB -0.50 dB +0.50 dB
2860 Hz 0.018 dB -0.150 dB -0.50dB +0.50 dB
3000 Hz 0.071dB -0.097 dB -0.50dB +0.50 dB
3150 Hz 0.170 dB 0.002 dB -0.853 dB +0.292 dB
3400 Hz -1.264 dB -1432dB Fail -1.35dB 0.0dB
3460 Hz -2.29dB -2.46 dB -3.01dB NA
3560 Hz -4.55 dB -4.72 dB NA -3.01dB
4000 Hz -16.82 dB -16.99 dB NA -14.0dB
4430 Hz -3221dB -32.38dB NA -32.0dB
4600 Hz -75.23 dB -75.40dB NA -32.0dB
4860 Hz -32.52dB -32.69dB NA -32.0dB
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Exercises

8.10. Using log/log interpolation, determine the —3-dB frequency of a filter corresponding to
a measured gain of —1.56 dB at 3000 Hz and -4.32 dB at 3400 Hz.

Ans. 3202.4 Hz.

8.11. What is the total RMS value of a multitone signal consisting of twenty-five tones
having an RMS value of 100 mV each?

Ans. 0.5 V RMS.

8.12. An eight-tone multitone signal of 250 mV RMS is required to perform a frequency
response test. What is the peak amplitude of each tone if they are all equal in magnitude?

Ans. 125 mV peak.

8.13. The frequency response behavior of an amplifier is measured with a multitone signal
consisting of four tones. An FFT analysis of the input and output samples reveal the
following complex spectral coefficients:

Tone Input Output
1.1kHz -0.8402 +j0.5424 | -0.1102 +0.6636
2.1kHz 0.6286 +0.7778 | 0.4181 —;0.1002
3.1 kHz -0.9180 -,0.3966 | -0.2024 +;0.2308
4.1 kHz -0.0134 +0.9999 | 0.2294 +j0.0592

What is the relative gain (dB) of the amplifier at each frequency if the reference gain is based
on the gain at 2.1 kHz?

Ans. 3.888 dB, 0 dB, -2.9252 dB, and -5.1747 dB.

In addition to the traditional multitone technique, frequency response can also be measured by
applying a narrow impulse to the circuit under test and observing the filter’s impulse response.
The Fourier transform of the impulse response is the filter frequency response. The advantage of
this approach is that it gives the full frequency response, at all frequencies in the FFT spectrum.
The problem with the impulse response approach is that it is very difficult to measure the gain at
any one frequency with any degree of accuracy, since the energy contained in a narrow impulse
is very small. The small signal level makes the measurement very susceptible to noise. Also, an
impulse contains energy at many frequencies, which interact with each other through distortion
processes. Therefore, the gain at any one frequency may be corrupted by distortion components
from other frequencies.

Another technique for frequency response testing is to assume a perfect filter with a known
mathematical frequency response. If the mathematical frequency response has a limited number
of independent variables that control its behavior, then the gain only needs to be measured at a
few frequencies. Using N equations in N unknowns, the full filter transfer function can be .
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estimated from a limited number of gain measurements. This technique has the advantage that
only a few tones need to be measured to predict the complete transfer curve of the filter. This
technique works well for simple filters with wide design margins, but may not work as well with
more complex filters having very tight specifications. Although there are several different ways
to approach frequency response testing, coherent DSP-based testing is still the most common
methodology for measuring the frequency response characteristics of a filter or other circuit in
high-volume production testing.

8.3 PHASE TESTS

8.3.1 Phase Response

The transfer function (frequency response) of a filter or other analog channel is defined not only
by the gain variations over frequency (magnitude response) but also by the phase shift variations
(phase response). In analog and mixed-signal testing, the frequency response test often measures
only the magnitude response of a circuit. The phase information contained in the FFT results is
frequently discarded because phase response is often an unspecified parameter. If phase
response is specified in the data sheet, however, it can be calculated using the FFT results
collected during the frequency response test.

Assuming that the tester’s FFT routine returns the complex coefficients of the discrete-time
Fourier series in the form of a vector X, then according to the development in Chapter 7, the
amplitude of the kth tone is calculated according to

Re{x (B +m{x (6]} k=0,N/2

2Re{X ()} +En{X (K)}'  k=1,....N/2-1 (8.11)

where Re{X(k)} and Im{X(k)} denote the real and imaginary parts of the kth element of vector
X. Correspondingly, the phase shift of the kth tone can be calculated using the formula

tan™ [lIm{X—(k)}J if Re{X (k)}20

Re{X (k)}

= X (6 (8.12)
m+tan™ [m}—] if Re{X (k)} <0

To aid the user, most testers include a DSP routine to convert the results of an FFT into polar
notation (magnitude and phase). The polar conversion routines perform whatever corrections are
necessary to compute a correct phase shift. Although the built-in polar conversion approach is
easier than doing the conversion manually, it can be less efficient. Why should we calculate the
magnitude and phases of all 511 complex spectral coefficients in a 1024-point FFT if only 10 of
the phases are of interest? A full polar conversion or polar FFT is an inefficient process that can
add unnecessary test time. The test engineer may find it more efficient to perform a manual
polar conversion only on the tones of interest.
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Figure 8.13. Analog delay line producing a -90 degree phase shift (phase lag).

The phase shift at each frequency in a multitone test signal is calculated by subtracting the
input signal phase shift from the output signal phase shift, and then correcting for any 360 degree
wraparound. A negative phase shift indicates a positive time delay (i.e., the output lags the
input), while a positive phase shift indicates the opposite. Figure 8.13 shows an analog delay
line with a time shift of P/4 producing a phase shift of <90 degrees at a frequency of 1/P.

Using multitone DSP-based testing, we can calculate the real and imaginary components of
the input and output signal of a circuit under test. The phase shifts can be calculated using a
rectangular to polar conversion routine. All phase shifts can thus be measured with a single test, _
using the same data collected while measuring the magnitude portion of the frequency response.

Polar notation is limited to a phase shift of at most +180 degrees. For example, a phase shift ’
of -190 degrees translates into a shift of +170 degrees. The test engineer has to account for this
“wrapping” effect by adding or subtracting integer multiples of 360 degrees to the polar
conversion results. The idea is to eliminate jump discontinuities in the phase behavior of the
device as these rarely, if ever, occur in practice. This process can get very confusing; so we shall
look at an example to illustrate the phase measurement process.

Example 8.7 %
Measure the phase response of a 100-pis analog delay line in 1-kHz increments from 900 Hz to
9.9 kHz (10 tones). For simplicity, use a 1024-point sampling system with a 100-Hz
fundamental frequency. Use odd harmonics so the time-domain signal will be symmetrical about
the x axis (i.e., use spectral bins 9, 19, 29, 39, etc.). Use random phase shifts to produce a peak
to RMS ratio of approximately 3.35:1.

3
Solution: d

Figure 8.14 shows the digitized representation of the input signal to the delay line. The phases of
the tones in this input signal were chosen to produce a peak to RMS ratio of 3.35:1. The real and
imaginary spectral coefficients from an FFT analysis of the 10 digitized input tones are listed in
Table 8.11, along with the phase calculated using Eq. (8.12). The digitized output signal is
shown in Figure 8.15. The real and imaginary FFT results for the 10 digitized output tones are
listed in Table 8.12, along with the calculated phases. g
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Time [sec)

Figure 8.14. 100-us delay line input voltage versus time.

Table 8.11. Calculated Signal Phases for Digitized Input

Frequency Real Part Imaginary Part Phase (deg)
900 Hz -0.199009 0.245755 231.0
1.9 kHz -0.223607 0.223608 225.0
29kHz 0.238660 0.207465 -41.0
3.9kHz 0.286600 -0.133643 -25.0
49 kHz -0.308123 -0.071136 167.0
5.9 kHz -0.190311 0.252550 233.0

6.9kHz 0.313150 0.044010 -8.0
7.9kHz -0.215668 -0.231275 133.0
8.9 kHz -0.071136 -0.308123 103.0
9.9 kHz -0.308123 -0.071136 167.0

Subtracting input phases from output phases should yield the phase shift at each frequency.
Unfortunately, the polar conversion cannot distinguish between a shift of 360 degrees and a shift
of 0 degrees. For this reason, we have to correct the output-input phase calculations in a two-
step process. The raw output-minus-input phase shift calculations and the results of the
correction steps are shown in Table 8.13.

In the first correction step (column three in Table 8.13), we have to account for the 360 degree
ambiguity of the phase subtraction operation by first converting each phase shift to a value
between -180 and +180 degrees. To do this, we either add 360 degrees or subtract 360 degrees
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from each phase number to limit our phase shift answers from —180 to +180 degrees. Then, we
can see the discontinuity in the calculated phase shift between 4.9 and 5.9 kHz.

Observing the phase changes in the second column of Table 8.13, we see that there are several
discontinuities in the calculated phase shift. In particular, between the frequencies of 1.9 and
2.9 kHz, 3.9 and 4.9 kHz, and 5.9 and 6.9 kHz. These discontinuities are caused by a
mathematical wraparound effect, since the polar calculations cannot distinguish between a
360-degree shift and a 0-degree shift.

0 1.5m 25m 3.5m 4.5m 5.5m 6.5m 7.5m 8.5m 10.0m
Time [sec]

Figure 8.15. 100-us delay line output voltage versus time.

Table 8.12. Calculated Signal Phases for Digitized Output

Frequency Real Part Imaginary Part Phase (deg)
900 Hz -0.298347 0.104827 -199.4
1.9kHz -0.293618 -0.117421 158.2
29kHz -0.252395 0.190517 217.0
39kHz -0.119020 0.292974 2479
49kHz 0.314893 0.033096 -6.0
59kHz 0.285237 -0.133008 25.0
6.9 kHz -0.105152 -0.298233 1094
7.9 kHz -0.258195 0.182579 2153
8.9 kHz -0.274162 -0.157590 150.1
9.9 kHz -0.316175 -0.005777 179.0
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To compensate for this 360-degree discontinuity, we either add or subtract 360 degrees from the
wrapped result as needed to make the phase shift measurements continue in the correct direction.
The results of this correction process are shown in the last column of Table 8.13. These numbers
show a phase shift that starts at 0 degrees at 0 Hz (by definition - not listed) and continues in a
negative direction as frequency increases.

Table 8.13. Phase Calculations and Corrections

Frequency Phase Shift (QOut — In) 1360 Phase Adj. Actual Phase
900 Hz 199.4 -231.0=-31.6 0 -31.6
1.9 kHz 158.2 —225.0=-66.8 0 -66.8
29kHz 217.0—-(-41)=258.0 -360 -102.0
3.9kHz 2479 -25=2229 -360 -137.1
4.9 kHz -6.0-167=-173.0 0 -173.0
59 kHz 25.0-233 =-208.0 0 -208.0
6.9 kHz 109.4-(-8)=1174 -360 -242.6
7.9 kHz 2153-133=823 -360 -271.1
89kHz 150.1 -103 =47.1 -360 -312.9
9.9 kHz 179.0 -167=12.0 -360 -348.0

‘

Sometimes phase calculations are specified not in degrees or radians, but in seconds or in
fractions of a cycle. To convert phase shift ¢in degrees or radians to phase shift in fractions of a
cycle, we use the formula

phase shift (fractions of cycle) = #(in degrees) (8.13)
360 degrees

or equivalently

#(in radians)

hase shift (fractions of cycle) =
P (frctions of cycle) == ~=—

(8.14)

To convert phase shift in degrees to phase shift in seconds, we use a similar calculation,
taking the period (1/ /) into account

#(in degrees)
360 degrees

1 #(in degrees)
f(Hz) 360 degrees

phase shift (sec) = period (sec)x
(8.15)
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or equivalently
. . #(in radians)
hase shift (sec) = period (sec)x——————
P (sec)=p (sec) 27 radians
1 #(in radians) (8.16)

f(Hz) 27 radians

8.3.2 Group Delay and Group Delay Distortion

Group delay is 2 measurement of time shift versus frequency. It is commonly denoted as /).
Group delay is defined as the change in phase shift (fractions of a cycle) divided by the change in
frequency (Hz)

_ Aphase shift(fractions of cycle) 1 Ag(deg) 1 Ag(rad) (847)

(/) A 360 AF 27 of

where Ag is the change in phase shift expressed in either degrees or radians. Group delay is
expressed in units of time. Strictly speaking, group delay is defined as the derivative of phase

with respect to frequency, z(f)=(1/360)(d¢/df). In reality, it is extremely difficult to resolve
tiny changes in phase called for by the derivative operation.

Instead, we have to measure the phase at two points that are sufficiently separated in
frequency to allow an accurate measurement of phase change. Group delay is typically
measured with tone pairs centered around each frequency of interest. Many tone pairs can be
measured simultaneously using DSP-based testing.

In a simple delay line, the phase shift through a circuit is directly proportional to frequency.
The group delay of a delay line is therefore equal to the negative of the time delay through the
circuit. A constant group delay indicates a circuit that shifts each signal component by a
constant amount of time. This leaves the relative time shifts of the various signal components
unchanged and therefore results in a signal that is identical in shape, but shifted in time (either
delayed or advanced).

If, on the other hand, group delay varies over frequency, then the circuit will shift the various
signal components relative to one another. This results in a change in shape as well as a shift in
time. The variation in group delay over frequency is called group delay distortion. 1t is defined
as the group delay minus the midpoint between the maximum and minimum group delay in the
frequency range of interest

T .17

Tasiorion (S ) =T (f) —Lz—”‘i (8.18)

Group delay distortion may or may not be a problem in the system-level application. Signal
clipping is one potential problem with a circuit that exhibits poor group delay characteristics. If
different frequencies are shifted relative to each other, then the peak to RMS ratio may change
enough to cause extreme peaks, which clip against the power supply rails of the analog channel.
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Another problem that can arise from group delay distortion is incorrect data transmission in
data communication channels, such as those used in modems, hard disk drive read/write
channels, and cellular telephones. Since phase carries important information in ‘many data
communication protocols, group delay errors can lead to corrupted data.

e
]
Example 8.8

Calculate the group delay and group delay distortion of the 100-us delay line from the data
gathered in the previous example.

Solution:

Group delay and group delay distortion are simple calculations once we have calculated the
phase shift at each frequency. The group delay and group delay distortion for each change in
frequency is listed in Table 8.14. Frequency change is a constant 1000 Hz.

Group delay is equal to the change in phase (deg) divided by 360x1000 deg/sec. Group delay
distortion at each frequency is equal to the group delay minus the midpoint between the
maximum and minimum group delay. The midpoint is calculated as the average between
-99.72 and —96.11 ps, (-99.72-96.11)/2 = -97.915 ps.

Exercises

8.14. An FFT analysis reveals that a test tone has a spectral coefficient of —0.2866
- j0.133643. What is the phase of this tone in degrees? Limit the phase to a range of
+180 degrees.

Ans. -155 degrees.

8.15. The phase shift (in degrees) of an analog channel as a function of increasing frequency
appears as follows from an FFT analysis: 0, -35, -125, -165, 157, 56, -20, -55. What is the
unwrapped phase shift of the channel (in degrees)?

Ans. 0, -35,-125, -165, -203, -304, -380, -415.

8.16. The frequency response behavior of an amplifier was measured with a multitone signal
consisting of four tones. Using the spectral data provided in Exercise 8.13, determine the
phase response of this amplifier (in degrees).

Ans. -47.73, -64.54, -72.12, -76.29.

8.17. Using the spectral data provided in Exercise 8.13, calculate the group delay of the
amplifier. Also, determine the group delay distortion.

Ans. Group delay: -46.70, -21.07, -11.59 ps; Group delay distortion: -17.55, 8.07, 17.55 ps.
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Tabie 8.14. 100-ps Delay Line Group Delay and Group Delay Distortion Calculations

Test Tone Pairs Phase Change (deg) Group Delay Group Delay
Distortion
900 Hz and 1.9 kHz -66.8-(-31.6)=-35.2 -97.78 ps 135 ns
1.9 kHz and 2.9 kHz -102.0-(-66.8) =-35.2 -97.78 ps 135 ns
2.9kHz and 3.9 kHz -137.1-(-102.0) = -35.1 -97.50 ps 415 ns
3.9kHz and 4.9 kHz -173.0-(-137.1) = -35.9 -99.72 ps -1.8 us
49 kHz and 5.9 kHz -208.0-(-173.0)=-35.0 -97.22 ps 694 ns
5.9 kHz and 6.9 kHz -242.6-(-208.0) = -34.6 -96.11 us 1.8 us
6.9 kHz and 7.9 kHz -277.7-(-242.6) = -35.1 -97.50 us 415 ns
7.9 kHz and 8.9 kHz -312.9-(-277.7)=-352 -97.78 ps 135 ns
8.9 kHz and 9.9 kHz -348.0-(-312.9)=-35.1 -97.50 us 415 ns

8.4 DISTORTION TESTS

8.4.1 Signal to Harmonic Distortion

Harmonic distortion arises when a signal passes through a nonlinear circuit. The spectrum of the
output of a nonlinear circuit includes not only the frequency components that appeared at the
input, but also integer multiples (harmonics) of the input frequency components. Harmonic
distortion is often measured with a single tone test signal, that is, a sine wave at a particular
frequency (specified in the data sheet). To save test time, distortion can be measured in parallel
with absolute gain using the FFT results from the gain test.

When passing a single test tone through the circuit under test, the harmonic distortion
components appear at integer multiples of the test tone’s frequency, F,. F; is often referred to as
the fundamental tone (not to be confused with the fundamental frequency of the sampling
system, Fy). Distortion that is symmetrical about the x axis gives rise to only odd harmonics (3F;,
5F, TF,, etc.). Asymmetrical distortion, such as clipping on only the upper or lower portion of
the waveform, gives rise to both odd harmonics and even harmonics (2F,, 4F,, 6F,, etc.).

Signal to total harmonic distortion is defined as the ratio of the RMS signal level of the test
tone divided by the total RMS of the odd and even harmonic distortion components. Signal-to-
distortion is often expressed in decibel units, similar to gain. Since there are an infinite number
of possible harmonics, the data sheet often calls out only a signal to second harmonic distortion
and a signal to third harmonic distortion test. Also, the data sheet may call out a signal to total
noise plus total harmonic distortion specification, which covers all harmonic distortion
components and all noise components simultaneously (any spectral component that is not signal
is either noise or distortion). To enable complete characterization, the test engineer will often
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write a test program that reports all these permutations of signal to noise and distortion
measurements. '

The definitions of the various signal to noise and distortion parameters are listed in
Table 8.15. The symbol S denotes the fundamental signal component expressed in RMS volts,
H; the RMS value of the second harmonic, H; the RMS value of the third harmonic, etc., and N
is the RMS value of all the nonharmonic bins combined (noise will be explained in a later
section). Note that we add RMS signal levels using a square-root-of-sum-of-squares calculation.
This is a direct result of Parseval’s theorem described in Section 7.4.2. Also note that the
numbers will typically be positive since the signal is always larger than the distortion (unless the
DUT is completely defective).

Table 8.15. Various Signal to noise and distortion Formulae; Individual Spectral Components Are
Expressed in Terms of RMS Value. NoteThat DC Offset Is Not Included in Any of These Formulae.

Distortion Expression
Metric
(V/IV) (dB)
Signal to 2™
Harmonic S S
Distortion H 20 log, | —
nd: 2 H 2
(812"
Signal to 3™
Harmonic S S
Distortion H 20 log,| —
rd 3 H,
(8/3)
Signal to
Total D) S
Harmonic 2 2 2 2, 20 log
Distortion \,/H2+H3+H4+H5+ ° \/H22+H32+H3+H52+"'
(S/THD)
Signal-to-
noise N S
S/N) G 20 log,o (F]
) s
Signal to H+H*+H*+H?+..-+ N? 20 log,,
Total VH; +H} + H} + H] JH+H:+ H: + H: 4.+ N
Harmonic
Distortion or or
plus Noise
(S/THD+N) s 20 log S
- 10
\/(total signal RMS)’ - §? \/( total signal RMS)2 -5
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Sometimes the data sheet will call out specifications in negative decibels, which simply
means the test engineer swaps the numerator and denominator in the log calculations, or
equivalently, changes the sign of the dB number reported. In the final row of the table, the
S/(THD+N) calculation is defined in two different ways. Both are equivalent, although, the
second definition is sometimes faster to compute than pulling all the harmonics apart from one
another only to recombine them later. Testers usually include a very efficient RMS routine that
can calculate the total signal RMS quickly. It should also be noted that the abbreviation
S/THD+N) is often replaced by the equivalent expression, SINAD, which stands for signal to
noise and distortion.

Repeatable measurements of low-level distortion components can be extremely difficult and
time-consuming to perform. For instance, if the specified distortion level is —85 dB, then the
distortion component of interest may be very close to the noise floor of the DUT and/or ATE
measurement hardware. This will lead to unrepeatable measurements of distortion that may or
may not be tolerable.

The only way to improve the repeatability is to average or collect more samples with the ATE
digitizer. The end result in either case is that data collection time (i.e., the number of samples
collected) must quadruple to drop the nonrepeatability in half. The extra collection and DSP
processing time obviously adds test time and drives up the cost of testing. Therefore, very low
levels of distortion are inherently very costly to test, especially when they are close to failing test
limits.

Example 8.9

A 1-kHz sine wave passes through a voltage follower and a digitizer captures 512 samples of the
output signal at a sampling rate of 10 kHz. The fundamental frequency is equal to the sampling
rate divided by number of samples, or 10 kHz/512 = 19.531 Hz. To achieve coherent testing, the
1-kHz sine wave is actually generated by an AWG at 51 times the digitizer’s fundamental
frequency, or 996.094 Hz. An FFT of the output signal shows several distortion components,
listed in Table 8.16. Calculate $/2™, S/3, and S/THD.

Table 8.16. Voltage Foilower Output Levels at Fundamental and Second through Fifth Harmonics

FFT Spectral Bin Frequency RMS Voltage
51 1 kHz (fundamental tone) 1.025V
102 (2x51) 2 kHz (second harmonic) 1.23 mV
153 (3%51) 3 kHz (third harmonic) 2.54 mV
204 (4x51) 4 kHz (fourth harmonic) 0.78 mV
255 (5x51) 5 kHz (fifth harmonic) 032 mV

Solution:

Notice that in a coherent DSP-based measurement system, the harmonic distortion components
always fall into single FFT spectral bins. These can easily be calculated by multiplying the FFT
bin of the fundamental tone, 51, by 2, 3, 4, 5, etc. Therefore, we do not have to multiply
996.094 Hz times 2, 3, 4, and 5 and then try to figure out which spectral bins they will fall into.
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Working with spectral bins instead of frequencies is therefore easier in some cases than working
with frequencies. The signal-to-distortion results are listed in Table 8.17.

Table 8.17. Signal-to-Distortion Results

s/2™ s/3™ S/THD
0 logw( 1.025 v) 20 logw( 1025V ) 1.025 V 2
1.23 mv 254 mV 20 log,,| [(1.23 mV)" +(2.54 mV)
=58.4 dB =52.1dB 2 2
+(0.78 mV)" +(0.32mV)
=50.8 dB

8.4.2 Intermodulation Distortion

Intermodulation distortion is very similar to harmonic distortion except that two or more tones
are supplied to the DUT at once. The details of intermodulation tests vary widely from one type
of device to another. Telecommunications and audio products usually specify a two- or four-
tone test, while digital subscriber line (DSL) testing may require hundreds of test tones.
Distortion components may appear at any sum or difference of any multiple of the test tones.
Given any two test tones in a multitone signal, F; and F,, there may be distortion components at
any intermodulation frequency F = | p X Fi £ ¢ X F, |, where p and ¢ may be any positive
integers. Second-order intermodulation components are those for which p + g = 2. Third-order
intermodulation components are those for which p + ¢ = 3, etc. Second- and third-order
intermodulation components for two frequencies, F; and F5, are shown in Figure 8.16.

Intermodulation distortion is expressed as a ratio of the signal RMS of any one test tone,
denoted by, say, S,, to the signal RMS of the intermodulation component(s)

20 log,, S (8.19)
IMD} + IMD? + IMD? + IMD} +---

where IMD,, IMD», etc., corresponds to the appropriate intermodulation distortion components.

FR PR
-Fy +F, Fi+F,
T 2F, -F; -Fy +2F, T 2Fy +F, F|+2F;

AR, S SN

freq

Figure 8.16. Second and third intermodulation frequencies for two-tone signal at Fy and Fa.
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The signal to intermodulation distortion calculations are usually specified with a limited
number of distortion combinations, e.g., sum of all third-order intermodulation components.
Alternatively, a signal to total noise plus distortion specification may be listed in the data sheet.
When calculating specific combinations, the test engineer adds or subtracts test tone FFT bin
numbers and their multiples to determine which FFT bins are likely to contain intermodulation
components.

[
Example 8.10

A multitone test signal consists of a sum of two 1.0-V RMS sine waves, one at 1 kHz and the
other at 1.1 kHz. Calculate the frequencies of the second-, third-, and fourth-order
intermodulation components.” The signal RMS at 100 Hz is 193 pV and the signal RMS at
2.1 kHz is 232 pV. Calculate the signal to second-order intermodulation distortion ratio, in dB.

Solution:
The second-order intermodulation components occur at
[1.0kHz + 1.1 kHz|=100 Hz and 2.1 kHz
The third-order intermodulation components occur at
|2 x 1.0kHz + 1.1 kHz|=900 Hz and 3.1 kHz
[1.0kHz + 2 x 1.1kHz|=1.2 kHz and 3.2 kHz
The fourth-order intermodulation components occur at

|2 x 1.0kHz + 2 x 1.1 kHz|=200 Hz and 4.2 kHz
3 x 1.0kHz # 1.1 kHz|=1.9 kHz and 4.1 kHz
[l.0KHz + 3 x 1.1 kHz|=2.3 kHz and 4.3 kHz

The signal to second-order intermodulation ratio is given by the equation

1.0 VRMS
J193 4V Y +(232 uv)?

20 log, ( ] =70.4 dB

8.5 SigNaL ReJECTION TESTS

8.5.1 Common-Mode Rejection Ratio

A number of signal rejection specifications are common to analog and sampled channel testing.
Signal rejection tests are those which measure a channel’s ability to prevent an undesired signal
from propagating to the channel’s output. The undesired signal may originate in the power
supply, in another supposedly separate circuit, or in the channel itself.
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Exercises

8.18. An FFT analysis of the output of an amplifier contains the following spectral
amplitudes:

FFT Spectral Bin RMS Voltage
31 0.9560 V
62 (2x31) 0.05 mV
93 (3x31) 1.64 mV
124 (4x31) 0.04 mV
155 (5x31) 1.04 mV

In addition, the total RMS value of the output signal is 0.95601 V. Calculate S/Z“d, S/3'd,
S/THD and S/THD+N.

Ans. 85.63, 55.31, 53.84, 46.79 dB.
8.19. A multitone test signal consists of a sum of three 1.0-V RMS sine waves, one at
0.9 kHz, another at 2.1 kHz, and the third at 5.3 kHz. Determine the frequencies of all third-

order intermodulation frequencies.

Ans. 5.1,3.3,11.5,9.7,3.9,0.3, 7.1, 3.5 kHz.

One such signal rejection test, common-mode rejection ratio (CMRR), is a measurement of
how well a channel with a differential input can reject a common-mode signal. Ideally, a
differential input circuit produces an output equal to GVay, where Vyg = INp - INy is the
differential input voltage and G is the gain of the input circuit. Provided that INp and INy are
exactly equal (i.e., if the input signal is purely common-mode with no differential component),
then the circuit should produce zero output. However, due to mismatched components in the
input circuit, a small amount of common-mode signal usually feeds through to the output.

In Chapter 3, we studied DC CMRR testing for differential circuits. AC CMRR for analog
channels is defined in a similar manner to DC CMRR. AC CMRR is defined as the AC gain of
the channel with a common-mode input divided by the gain of the channel with a normal,

differential input
Va" leﬁ =0

Vou
Vd’ﬁ VC .y COStANt

AC CMRR is a frequency-dependent parameter and is therefore denoted with a frequency
argument.

|6.00]_
CMRR(f) =|de (f)l—

(8.20)
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The common-mode gain is measured by connecting the two inputs together and applying a
single-ended signal to them. The common-mode gain is thus measured as if the channel had a
single-ended input. Obviously, this gain should be very low, since INp and INy are equal and the
output GV should be zero. This very low gain is then divided by the differential AC gain of the
channel to arrive at the CMRR value for the specified frequency. Often, the differential gain of
the channel has already been measured at several frequencies during an absolute gain or
frequency response test. In such a case, the differential gain results can be reused instead of
repeating the same differential gain measurements again.

If high accuracy is not required, it is often acceptable to simply divide the measured common-
mode gain by the ideal differential gain of the circuit, rather than measuring the differential gain
at each frequency of interest. The measurement of CMRR is often performed at several
frequencies, since a channel may have different characteristics at different frequencies.
Multitone testing can be used to measure CMRR at several frequencies at once, saving test time.

Like many other AC parameters, CMRR is often expressed in decibel units rather than V/V.
Since the gain of the circuit with a common-mode input is much smaller than the differential
gain, CMRR should produce a negative decibel result. The calculation of CMRR for an analog

channel is thus
G..(f) J (8.21)

CMRR(dB) =20 logw(G )
4

Example 8.11

A differential gain circuit has a differential input, a differential output and an ideal gain of
6.02 dB (2.0 V/V). A differential multitone signal is applied to the input of the circuit at 300,
1020, and 3400 Hz. The level of each of the tones is 250 mV RMS, differential. The output of
the circuit is digitized differentially, resulting in the following differential RMS output levels:
300 Hz: 510 mV RMS, 1020 Hz: 500 mV RMS, 3400 Hz: 480 mV RMS. Then the inputs are
shorted together and a single-ended multitone is applied to the two inputs simultaneously.

The input signal level is 250 mV RMS, single-ended. The output of the channel is again
digitized, resulting in the following differential RMS output levels: 300 Hz: 0.7 mV RMS,
1020 Hz: 0.8 mV RMS, 3400 Hz: 1.5 mV RMS. Calculate the CMRR at each frequency. If we
observe the positive input during the differential gain measurement and then during the common-
mode measurement, would the signal level change?

Solution:
The differential gain at each frequency is calculated as follows

510 mV

300 Hz: Gain= =2.04V/V
250 mV
1020 Hz: Gain =20 B _200V/V
250 mV
3400 Hz: Gain =20 2Y _1 92 V/V
250 mV
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The common-mode gain at each frequency is calculated as follows

7 mV

300 Hz: Gain =22V _ 4 0028 V/v
250 mV
1020 Hz: Gain =SB _0.0032v/v
250 mV
3400 Hz: Gain= 2152 mY o 0.006V/V

mV

The CMRR at each frequency is thus

0.0028V/V l

300 Hz: CMRR =20 log,, (—‘2—(”—\7\';

0032
1020 Hz: CMRR =20 log,, (%)

3400 Hz: CMRR =20 log,, (0'006 v/ V)

1.92V/V

Since the signal level during the differential test is 250 mV RMS differential (125 mV RMS,
single-ended), we would see the signal level at the positive input increase by a factor of two
during the common-mode test (250 mV RMS, single-ended).

%

8.5.2 Power Supply Rejection and Power Supply Rejection Ratio

Power supply rejection ratio is similar in nature to CMRR, except that the interference signal is
applied through the power supply rather than through the normal inputs. In real-world
applications, the power supply voltage is never perfect. It consists of a DC level plus AC
variations caused by circuits pulling time-varying currents from the power supply circuits or
from a battery.

PSRR is a measurement of a circuit’s ability to reject a ripple signal added to its power supply
voltage. PSRR is usually measured using a single tone or multitone signal, even though the
device will seldom see a sinusoidal ripple on the power supply. PSRR is often specified for both
the analog power supply and the digital power supply in mixed-signal devices. Usually, PSRR is
much worse on the analog supply than on the digital supply, but not always.

Power supply rejection (PSR) is defined as the “gain” of a circuit with its input grounded or
otherwise nonstimulated while an AC input signal is injected at a power supply pin. For
instance, a test setup for a single-ended amplifier is shown in Figure 8.17. Here the PSR would
be computed from the following formula
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Vac

©

Vop Vi= Vap

Gain =G

Figure 8.17. PSR and PSRR test setup.

out

V.

ac

PSR(f)= (8.22)

Vin=Ymid

As with all AC test metrics, they are frequency dependent and thus should be expressed as a
function of frequency. Of course, the AC input signal at the power supply pin must include 2 DC
offset that corresponds to the normal power supply voltage so that the circuit remains powered

up.

Power supply rejection ratio is defined as the PSR gain divided by the normal gain of the

circuit according to
lel
Vee Vin=Y mid

I/i" Vae=0

Both PSR and PSRR are usually specified in decibels, similar to CMRR. Like CMRR, the
decibel results from a good DUT should be negative.

E|1r>SR(f)|=
| G(1) |

PSRR(f) (8.23)

 _

Example 8.12

A differential multitone signal at 300, 1020, and 3400 Hz is applied to the input of the gain
circuit in Example 8.11. Each of the tones is set to a level of 250 mV RMS, differential. The
output of the circuit is digitized differentially, resulting in the following differential RMS output
levels: 300 Hz: 510 mV RMS, 1020 Hz: 500 mV RMS, 3400 Hz: 480 mV RMS. Then the inputs
are shorted to a DC midsupply voltage and a single-ended multitone is added to the power
supply. The input signal level is 100 mV RMS, single ended. The output of the channel is
again digitized, resulting in the following differential RMS output levels: 300 Hz: 0.12 mV
RMS, 1020 Hz: 0.15 mV RMS, 3400 Hz: 0.20 mV RMS. Calculate the PSR and PSRR at each
frequency. -
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Solution:
The differential gain at each frequency is the same as in the CMRR test

300 Hz: Gain= 510 mv
250 mV

=2.04V/V

1020 Hz: Gain =220™Y
250 mV

=2.00V/V

3400 Hz: Gain =201V
250 mV

=1.92V/V

The PSR at each frequency is calculated as follows

300 Hz: PSR =20log,, (Oﬁm—v) =-58.4 dB (or 0.0012V/V)
100 mV
1020 Hz: PSR =20log,, (M) =-56.4 dB (or 0.0015V/V)
100 mV

0.20 mV

3400 Hz: PSR =20log;, (-—-——
100 mV

) =-53.9 dB (or 0.0020 V/V)

The PSRR at each frequency is thus

0.0012V/V

300 Hz: PSRR =201
Og“’( 2.04V/V

)=_64.6ds

0.0015V/V

1020 Hz: PSRR =201
°g‘°( 2.00V/V

]= -62.5dB

0.0020V/V

3400 Hz: PSRR =20log,, =-59.6 dB
1.92V/V ) -

‘

8.5.3 Channel-to-Channel Crosstalk

Crosstalk is another common measurement in analog channels, though its exact definition can be
very DUT specific. Unlike CMRR or PSRR, crosstalk is a measurement with no exact
definition. In geueral, crosstalk is the gain from oue channel to a second supposedly independent
channel. Ideally, of course, the channels should be perfectly isolated from one another so that
there is no crosstalk.
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In analog channels, crosstalk is often defined as the gain from one channel’s input to another
channel’s output, divided by the gain of the second channel. Crosstalk is usually expressed in
decibels, like CMRR and PSRR. Crosstalk may also be expressed as the gain from a channel’s
output to another channel’s output divided by the second channel’s gain. Other times, the
crosstalk is not divided by the gain of the second channel at all. The test engineer has to clarify
the definition of crosstalk in each case. For now, we will assume that crosstalk is defined as
originally stated: the gain from one channel’s input to another channel’s output, divided by the
gain of the second channel.

To aid the reader, a2 model of the channel-to-channel crosstalk is provided in Figure 8.18
where the crosstalk terms X;; and X}, are defined as
Vourt
Vr yl=0

A%
Voul-—r Vout-l
( V. w] ( s

Crosstalk is often measured at several frequencies at once, using DSP-based multitone testing.
The second channel’s input is typically grounded (or connected to a midsupply voltage in single-
supply circuits) during a crosstalk measurement. If crosstalk is specified from channel 1 to
channel 2 and also from channel 2 to channel 1, however, then crosstalk can be measured from
each channel to the other channel simultaneously to save test time. :

6. ()

el - -
|G, ()]

= 8.24
Xrl(f)_|Gr(f)|_ ( )

X, (f)

To do this, the two channels have to be stimulated with slightly different frequencies so that
each channel’s crosstalk response can be isolated from its primary signal. The frequencies also
have to be chosen so that the crosstalk components will not occur at the same frequencies as the
harmonic and intermodulation distortion components of the primary signals. Otherwise,
distortion will be misinterpreted as crosstalk.

Figure 8.18. Modeling channel-to-channel crosstalk.
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Example 8.13

A stereo audio channel consists of two identical analog signal paths (left and right). Each path is
single ended (Figure 8.19). Using two digitizers and two AWGs, define a simultaneous
sampling system that produces a multitone signal at approximately 300, 1020, and 3400 Hz on
both the left and right channels. Use a 16-kHz sampling rate and 512 samples for the AWGs and
digitizers. The actual test frequencies must be equal to the desired frequencies within a tolerance
of plus or minus 10%.

16-kHz sampling rate, 16-kHz sampling rate,
512 samples 512 samples
Right Right signal
AWG1 audio Digitizer1 —» FFT {— plus L-to-R
channel crosstalk
Lto-R 4 I Reto-l
crosstalk | é crosstalk
!

1

Left
AWG2 audio J—- FFT
channel

Figure 8.19. Simultaneous crosstalk measurements for stereo audio channels.

Apply the three-tone multitone with a total signal RMS of 500 mV. For simplicity, assume we
have already measured a gain of exactly 6.02 dB through each channel. Using the following
digitized signal levels, calculate crosstalk from L to R and from R to L. The frequencies below
are approximate, since the exact frequencies should be slightly different for the left and right
channels.

R Output:
300 Hz: 0.07 mV RMS, 1020 Hz: 0.08 mV RMS, 3400 Hz: 0.22 mV RMS
L Output:
300 Hz: 0.08 mV RMS, 1020 Hz: 0.09 mV RMS, 3400 Hz: 0.20 mV RMS
Solution:

First, we design the sampling system. We have two AWGs and two digitizers so we can perform
two multitone crosstalk measurements simultaneously. The fundamental frequency for the
16-kHz sampling rate/512-sample system is 31.25 Hz. For the right channel, we can use spectral
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bins 11, 31, and 109, which gives frequencies of 343, 969, and 3406 Hz. For the left channel we
can use spectral bins 9, 35, and 107, which gives frequencies of 281, 1103, and 3344 Hz. Note
that we cannot use spectral bin 33 in the second multitone, even though it would give a
frequency closer to 1020 Hz. If we tried to use bin 33, we would not be able to distinguish
between third harmonic distortion from spectral bin 11 and crosstalk at spectral bin 33. These
frequencies are within 10% of the desired frequencies. AWG #1 is set to produce the first three-
tone multitone signal for the right channel, while AWG #2 is set to produce the second three-
tone multitone for the left channel.

The two digitizers are set to capture the waveforms at the left and right channel outputs. Using

" the FFT from digitizer #1’s waveform, we ignore the spectral components at spectral bins 11, 31,
and 109 (the right channel’s signal). Instead, we look for crosstalk components at 9, 33, and 107,
which might result from the signal generated by AWG #2 (the left channel’s signal). Similarly,
we ignore spectral components at bins 9, 33, and 107 in the left channel’s output, instead
measuring the components at bins 11, 31, and 109, which might result from the right channel’s
signal.

Crosstalk is calculated as follows. The signal level of each input tone is equal to the total signal
level divided by the square root of the number of tones (in this case, 3). Therefore, each tone’s
amplitude is 500 mV RMS/ J3or 288.68 mV RMS. Left-to-right crosstalk is defined as
20 logjo( gain from L to R/gain in right channel) and right to left crosstalk is defined as
20 log;o( gain from R to L/gain in left channel). The gain for both channels is exactly 6.02 dB,
which is a gain of 2 V/V.

R-to-L crosstalk

300 Hz: X,; =20 logy, (0'08 mV/ 2288'68 mV) =-772dB

1020 Hz: X ; =20 log;o (0.09 mV/§88.68 mv) —76.1dB

3400 Hz: X,; =20 log, (0'20 mV/ 288'68 mv ) =-632dB
L-to-R crosstalk

300 Hz: X, =20 logy, (0'07 mv/ 2288'68 mV) =-783dB

1020 Hz: X, =20 1og,0(°'°8 mV/ 2288'68 mV) =-772dB

0.22 mV/288.68 mV
2

3400 Hz: X, =20 logyg ( ) =-68.4 dB

?—_——_——
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The definition of clock and data feedthrough is even less standardized than crosstalk. Clock and
data feedthrough is measured by digitizing the output of a channel and then applying one of
several calculations to the resulting waveform. Digital feedthrough is usually very “spiky” in
appearance. Clock feedthrough often has a signal bandwidth well into the megahertz range; so a
high-bandwidth digitizer is typically used to measure clock feedthrough.

If the clock and data feedthrough is coherent with the digitizer, then an FFT can be performed
on the output signal. In this case, the feedthrough may be specified in terms of a maximum
spurious tone, relative to the level of a carrier tone. When specified in this manner, the spurious
tone is specified in dBc (dB relative to the carrier level). Spurious tones are often a major
concern in communication devices, such as cellular telephones. Because the energy in a spurious
tone is concentrated around a single frequency, it can cause electromagnetic compatibility
problems. A cellular telephone that generates a spurious tone in its transmit channel might
interfere with other cellular telephones operating at the same frequency as the spurious tone.
Such a telephone would fail the Federal Communications Commission (FCC) compliance tests.

Clock and data feedthrough may instead be specified in terms of total RMS voltage, excluding
DC offset. The removal of DC offset can be accomplished by applying a DC blocking capacitor
or high-pass filter to the signal before measuring its RMS level. More often, the DC component
is removed mathematically by subtracting the average of the digitized signal from each point in
the captured waveform.

The test engineer will have to make sure the exact definition of clock feedthrough or glitch
energy is unambiguously defined. Usually the systems engineers or the customers will be the
only ones who can define their intentions. Unfortunately, specifications are often lifted from a
competitor’s data sheet, which does not clearly specify the test conditions or test definition (what
data pattern is being sent to or from the DUT, etc.). Again, the systems engineers or customers
will have to help clarify the test requirements.

Often, clock and data feedthrough is not specified as a separate parameter. It is simply
considered part of the noise in a signal-to-noise test. Noise testing is another major category of
analog and sampled channel testing. Noise tests can be among the most difficult, time-
consuming measurements in a mixed-signal test program.

8.6 Noise TesTts 1

8.6.1 Noise

Random noise is generated by every real-world circuit. It can be generated by thermal noise in
the case of resistors, 1/f noise in the case of CMOS transistors, or quantization noise in the case
of DACs and ADCs. Noise can also be injected into a circuit by external forces, such as light
falling on a bare die or electromagnetic interference coupling into a circuit under test. Excessive
noise can result in a hissing noise in audio circuits, corrupted data in a modem or cellular
telephone, and many other system-level failure mechanisms. Noise is generally, but not always,
an undesirable property of a circuit under test. Noise is one of the leading causes of long test
time, since averaging or added measurements are needed to remove the nonrepeatability caused
by random noise.
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The spectral density of noise energy is often described using color analogies. White noise,
like white light, contains energy that is evenly distributed across the frequency spectrum. White
noise is noise whose RMS voltage is constant in any band of frequencies from F to F+AF,
regardless of the value of F. Pink noise, by contrast, is noise that is weighted more heavily at
low frequencies.

Often the level of noise is assumed to exhibit a Guassian (normal) statistical distribution.
This is largely a result of the central limit theorem of large numbers. It is important to recognize,
however, that the spectral properties of noise and its statistical distribution are separate concepts.
They are combined for mathematical convenience.

Sometimes noise is defined as any signal component other than the primary test signal. (The
0 Hz, or DC component, is also excluded from the calculation of noise.) This definition of noise
includes random noise as well as harmonic distortion, intermodulation distortion, clock
feedthrough, sigma-delta converter self-tones, etc. Since test engineering is frequently
concerned with characterization and diagnosis of failure mechanisms, a good test program
should isolate all the known failure mechanisms into separate measurements. It is therefore
preferable to measure distortion components separately from clock feedthrough, separately from
random noise, etc. The signal to total noise, distortion, interference, etc. can also be calculated
separately for additional characterization information. Often a data sheet will call out such a
signal to total noise plus distortion test as an overall measure of quality.

There are several different ways to measure noise. Idle channel noise is the RMS voltage
variation with no input signal (grounded inputs or inputs connected to a DC midpoint voltage).
Signal-to-noise and signal-to-noise plus distortion are other figures of merit. There are also other
definitions of noise performance such as spurious free dynamic range. Each of these tests looks
for a different noise-based weakness in the circuit under test.

8.6.2 1dle Channel Noise

Idle channel noise (ICN) is a measurement of noise generated by the circuit itself, plus noise
injected from external circuits or signal sources through a variety of coupling mechanisms.
During an idle channel noise test, the input to the circuit under test is either shorted to ground or
otherwise disabled into a quiet state. Ildeally, the output should also fall into a noise-free state,
but of course all outputs exhibit some amount of noise.

Using DSP-based testing methodologies, this output noise is measured by digitizing the
output of the circuit and performing a noise calculation on the captured samples. Idle channel
noise can be expressed in many different units of measure. The most straightforward idle
channel noise measurement is to simply calculate the RMS voltage level from the captured
samples.

It is important to realize that the bandwidth of the digitizer during this measurement is
extremely important. A digitizer with a wide bandwidth will see more RMS noise than a
digitizer with a narrow bandwidth. Since white noise is spread evenly across the frequency
spectrum, a wider bandwidth will allow more noise components to be added into the final
calculation. For this reason, it is critical to express the noise in terms of RMS voltage over a
specified bandwidth. For example, a data sheet may specify idle channel noise as < 100 pv
RMS from 100 Hz to 10 kHz.



The measurement of noise can be normalized by the bandwidth of the measurement using a
unit of noise called the root spectral density, denoted S, This type of measurement is expressed

in units of volts per root-Hz (V/ vHz ) and it can be used to estimate RMS noise over other

frequency bands. To convert a plain RMS voltage measurement into a V/ vHz measurement,

the RMS voltage is divided by the square root of the frequency span of the bandwidth B of the
digitizer or RMS volt meter
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S( A% )=noiseRMS 8.25
"\Jiz)” VB (8.29)

For example, if an RMS volt meter or digitizer allows only signal energy from 9 to 11 kHz to
pass, and the RMS noise measurement is 100 pV RMS, then the noise can be expressed as

100 uV/J11kHz — 9 kHz or 2.236 uV//Hz from 9to 11 kHz.

To estimate the RMS noise that would occur in the frequency span between 8 and 12 kHz, for
example, one simply needs to multiply S, by the square root of the frequency span (12 kHz —
8 kHz = 4 kHz). Using the previous noise result, we would then estimate noise from 8 to 12 kHz
to be 2.236 ,uV/ VHz x+/4 kHz =141.41 MV RMS. However, since noise is sometimes unevenly
distributed, it might or might not be appropriate to estimate the noise from 100 to 200 kHz using
the root spectral density measured between 9 and 11 kHz. A separate measurement of root
spectral density could be performed near 100-200 kHz for this range of frequencies.

Noise measurements can be converted to decibel units as follows

noise(dB) =20 log;o (——n—oES-lS-M-—S—) (8.26)
reference RMS

Thus expressing noise in decibel units is fairly straightforward, except for the determination of
the reference voltage. There are a variety of references that the test engineer will encounter.
One reference is simply 1.0 V RMS. When using this reference the noise is expressed in dBV
(decibels relative to 1 V RMS). Noise can also be specified in dBm, referencing it to a 1.0 mW
signal level at a particular load impedance.

Idle channel noise may also be specified relative to a full-scale sine wave (full scale must be
defined in the data sheet). For example, if a circuit generates 1 mV RMS idle channel noise and
its full scale range is £500 mV, then the noise is measured relative to a sine wave at 500 mV

peak. This corresponds to 500 mV/ V2 =354 mV RMS. The idle channel noise would then be
calculated as

1 mV RMS

noise(dB) =20 log,, (m

): —51 dB, relative to FS

Idle channel noise can also be referenced to a 0-dB level, defined in the data sheet. For
example, many central office telephone channels use a reference level that is about 3 dB lower
than the full scale range of the channel. A sine wave at 0 dB produces a 0-dBm signal level at a
specified point in the central office. Such a sine wave is said to be at a level of 0 dBm0. Idle
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channel noise measurements can also be referenced to this 0-dB level, resulting in the unit
dBm0.

The dBm0 unit of measurement can be further refined by referencing the noise to a commonly
accepted reference level of <90 dBm. This unit of measurement is called the dBm (decibel
referenced to noise). Referencing the measurement to the central office level of 0 dBmO further
gives us the dBmo0 unit. A dBrn0 measurement is therefore 90 dB higher than the equivalent
dBm0 measurement. Finally, the noise can be weighted with a C-message filter before
calculation of the RMS noise voltage, leading to the unit dBrnCO (commonly pronounced duh-
brink’-0). Weighting filters were discussed briefly in Chapter 7 and will be explained in more
detail later in this chapter.

—
Example 8.14

A CODEC (coder decoder) is a device that is used by the telephone company’s central office to
digitize and reconstruct analog voice signals during a telephone call. The digitized voice
information is transmitted between two central offices as the two customers speak to one
another. A CODEC DAC channel is sent a data sequence of all zeros (idle signal).

The DAC output is digitized with a bandwidth of 20 kHz. The resulting signal is filtered with a
software C-message weighting filter that limits the bandwidth of the noise to 0 Hz to 3.4 kHz.
After filtering, the noise level is calculated as 100 uV RMS. The 0-dBmO reference level is
1.4 V RMS for the DAC channel. Calculate the idle channel noise, in dBmCO units.

Solution:
First we take the 100 uV RMS signal and calculate its level in dBmCO units. This gives us

100 42V RMS

JCN (dBmC0)=20 1
(4BmCo) °g‘°( 1.4V RMS

) =-82.92 dBmC0

Conversion to dBrnC0 is accomplished by adding 90 dB to this result

ICN (dBrnC0) = -82.92 dBmCO + 90 dB =+7.08 dBmC0

)

8.6.3 Signal to Noise, Signal to Noise and Distortion

Signal-to-noise ratio is another parameter that measures the noise performance of an analog or
mixed-signal channel. It is different from idle channel noise in that it measures noise in the
presence of a normal signal, usually a sine wave. When working with a purely analog channel,
the presence of a signal should not change the amount of noise generated by the channel.
However, in a DAC or ADC channel, quantization noise will not be present unless a signal is
present. For this reason, it is necessary to measure not only idle channel noise, but also signal-
to-noise ratio in mixed-signal channels. Signal-to-noise ratio is often measured using the same
data collected during the gain and signal-to-distortion tests.
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Signal-to-noise ratio can be defined as the ratio of the primary signal divided by all nonsignal
AC components. However, this definition includes distortion components and other signal
degradation factors that should be separated for characterization purposes. Therefore, signal-to-
noise is more commonly measured by excluding harmonic distortion components, or excluding
selected harmonic distortion components. For example, it is common to measure signal to
second distortion, signal to third distortion, and signal to total harmonic distortion plus noise
(S/THD+N). Table 8.15 summarizes these typical noise and distortion measurements. Notice
from this table that individual signal components are added using a square-root-of-sum-of-
squares calculation. Note: The DC offset component is always excluded from these calculations.

To calculate the total noise in nonharmonic bins, the test engineer can set the spectral
coefficients to zero for all signal and harmonic distortion bins that are to be excluded. Then the
test engineer can either perform an inverse FFT and calculate RMS of the time-domain signal, or
better yet, simply calculate the square root of the sum of squares of all the remaining FFT bins.
These two approaches are mathematically equivalent. However, the avoidance of an inverse
FFT can save quite a bit of test time.

Poor repeatability is one of the biggest problems with noise measurements. Random noise by
its very nature is nonrepeatable. Also, any signal component that is near the noise level will be
unrepeatable as well. For example, a distortion component at 100 uV RMS may result in a very
unrepeatable measurement if the noise level is also 100 uV RMS. The only way to get a
repeatable noise or low-level distortion measurement is to collect hundreds or thousands of
individual samples for the FFT calculation. This can lead to extremely long test times,
depending on the level of repeatability needed. This is one reason why devices that are designed
very close to the specification limits are expensive to test. A design with 6 dB of margin
between the typical device performance and the specified limit can allow a much less expensive
test than a device with 1 dB of margin, since 6 dB of margin requires less accuracy and
repeatability.

—
e —
Example 8.15

256 samples of a 1-kHz sine wave are captured with a digitizer at a sampling rate of 16 kHz. An
FFT analysis of the output reveals the magnitude of the spectrum shown in Figure 8.20. The
magnitude of the spectrum shows the signal and 5 significant distortion components. The data
sheet for this device defines noise as anything other than the fundamental signal, second-, and
third harmonic distortion components.

The fundamental test tone, second-, and third- harmonic distortion components are set to zero,
leaving the spectrum in Figure 8.21. Taking the square root of sum of squares of the modified
spectrum gives an RMS noise level of 100 puV RMS. Calculate the signal-to-noise ratio for this
signal.

The fundamental tone was at  V RMS; so the signal-to-noise ratio is equal to

1 VRMS

SNR(dB) =20 logyq| ——2nMS_
(dB) °g‘°(100yVRMS

]:80dB
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defined as any

Spurs can be caused by harmonic

uits as well as
delta converter self-tones, stray

FFT Spectral Bin #
Figure 8.21. Magnitude spectrum with fundamental test tone, second and third distortion removed.

telecommunication circuits that must pass FCC (or EC) certifications. A spur is

Spurious free dynamic range is a specification that is critical to audio circ
nonsignal component that is confined to a single frequency.

and intermodulation distortion, clock feedthrough, sigma-

oscillations, or any of dozens of other undesirable processes.

8.6.4 Spurious Free Dynamic Range
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Exercises

8.20. Determine the root spectral density of a noise signal that has an RMS value of 250 pV
over a frequency range of 1 to 4 kHz.

Ans. 4.564 uV/VHz.

8.21. A digitizer sampling at 8 kHz captures 16 samples of a noise signal. An FFT analysis
reveals the following spectral coefficients:

FFT Spectral Bin RMS Voltage
0 0.0150 mV
0.2620 mV
0.4092 mV
0.5559 mV
0.1681 mV
0.7270 mV
04941 mV
0.2550 mV
0.2539 mV

XNl B ]|W]IN]|—

Calculate the RMS level of the noise signal between 1 and 2.5 kHz. What is the
corresponding root spectral density of the noise over this frequency interval? Repeat for the
frequency range between 1 to 3 kHz.

Ans. 1 mV RMS, 26.24 £#V/VHz; 1.1 mV RMS, 25.27 uV/VHz.

Spurs are much more noticeable to the human ear than other types of noise. For this reason,
sigma-delta converters sometimes include a randomizing circuit to inject random noise that
spreads the inherent self-tones of the converter into many frequency bins. This degrades the
signal-to-noise performance, but improves the spurious free dynamic range. The end result is
less objectionable to the listener. In cellular telephone applications, spurs can be mixed into the
transmitted signal, resulting in unwanted side lobes that might interfere with calls on other
cellular telephones. For this reason, FCC compliance specifications limit unwanted spurs in
transmitted signals.

A spur shows up in a magnitude FFT or on a spectrum analyzer display as a spike in the
frequency domain. Spurious free dynamic range is often defined as the difference in decibels
between the 0-dB signal level (the carrier level) and the maximum spur in the frequency domain.
A spurious free dynamic range of 60 dBc would imply that no individual tone in the frequency
domain is larger than 60 dB below the 0-dB carrier signal level as defined in the data sheet. For
example, if a device has a 0-dB carrier signal level specification of 3.0 V RMS and the largest
spur in the frequency domain is 1.5 mV RMS, then the spurious free dynamic range is

20 logyp (3 V RMS/1.5 mV RMS) =66 dBc.
210 ( / ) n
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8.6.5 Weighting Filters

Weighting filters can be applied to any FFT output before calculations of gain, distortion, noise,
etc. are performed. A weighting filter is usually designed to mimic the response of a human
sense, such as hearing.! The most common weighting filters used in mixed-signal testing are
designed to match the frequency response of the human ear.

Three filters are commonly used in telecommunication and audio applications: the ANSI A-
weighting filter, the psophometric filter, and the C-message weighting filter (not to be confused
with the ANSI C-weighting filter). The frequency response of each filter is shown in Figures
8.22-8.24. The corresponding filter gain specifications are listed in Tables 8.18—8.20.

To apply a particular filter to the FFT of a test signal, the test engineer must first calculate the
gain at each FFT spectral bin. The spectral coefficients are then multiplied by the filter gain at
that frequency to produce a weighted FFT. Since the weighting filters are only defined at a few
frequencies, we have to use interpolation to find the gain at a particular frequency. The
weighting filters specify a linear interpolation between points on a log/log plot. Since the gains
are expressed in decibels, the gain is already in log format. The frequencies, on the other hand,
must be converted into a logarithmic format before interpolation can be calculated.

-

Example 8.16

Calculate the gain of an A-weighting filter at the thirty seventh FFT spectral bin of a, signal that
was digitized at 16k Hz using 512 samples.

Solution:

The thirty seventh FFT spectral bin corresponds to 37x(16 kHz/512) = 1156.25 Hz. The nearest
two points on the A-weighting curve are located at F; = 1 kHz (G, = 0 dB) and F> = 1.25 kHz
(G2=0.6 dB). First we have to convert these frequencies to logarithmic values
loglo (F;esl ) = loglo (1 156.25) = 3.06305
log;o (F) =1log; (1000)=3.0
log,o (F;) =log)(1250) =3.09691

A standard linear interpolation is then performed to calculate the gain of the weighting filter at
1156.25 Hz as follows

10810 ( Fest )~ log10(F;
gain at 1156.26 Hz=Gl+(Gz—-Gl)( 0810 (Fest )~ 0810 ')J

logyo (F2)—logio(F)
3.06305 -—3)

=0.0dB +(0.6dB — 0.0 dB)(
3.09691-3

=0.39 dB
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Figure 8.22. ANSI A-Message Weighting Filter

Table 8.18. ANSI A-Message Weighting Filter Gains

Freq (Hz) | Gain (dB) | Freq (Hz) | Gain (dB) | Freq (Hz) | Gain (dB) | Freq (Hz) | Gain (dB)
10 -70.4 100 -19.1 1000 0.0 10000 2.5
12.5 -63.4 125 -16.1 1250 0.6 12500 4.3
16 -56.7 160 -13.4 1600 1.0 16000 -6.6
20 -50.5 200 -10.9 2000 1.2 20000 93
25 -44.7 250 -8.6 2500 1.3 >20000 | Undefined
315 -394 315 -6.6 3150 1.2
40 -34.6 400 4.8 4000 1.0
50 -30.2 500 -3.2 5000 0.5
63 -26.2 630 -1.9 6300 -0.1
80 -22.5 800 -0.8 8000 -1.1
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Figure 8.23. Psophometric weighting filter.

Table 8.19. Psophometric Weighting Filter Gains

Freq (Hz) | Gain (dB) | Freq(Hz) | Gain (dB) || Freq(Hz) | Gain (dB)
16.66 -70.4 1000 1.0 5000 -36.0
50 -63.0 1200 0.0 6000 -43.0
100 -41.0 1400 -0.9 8000 -60.0
200 -21.0 1600 -1.7 >8000 | Undefined
300 -10.6 1800 -2.4
400 -6.3 2000 -3.0
500 -3.6 2500 -4.2
600 -2.0 3000 -5.6
700 -0.9 3500 -8.5
800 0.0 4000 -15.0
900 0.6 4500 -25.0
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Figure 8.24. C-message weighting fitter.

Table 8.20. C-Message Weighting Filter Gains

Freq (Hz) | Gain (dB) ] Freq (Hz) | Gain (dB) Freq (Hz) | Gain (dB)
60 -704 1000 1.0 3500 -36.0
100 -63.0 1200 0.0 4000 -43.0

200 -41.0 1300 -0.9 4500 -60.0
300 -21.0 1500 -1.7 5000 Undefined
400 -10.6 1800 -2.4 >5000 See Note
500 -6.3 2000 -3.0

600 -3.6 2500 -4.2

700 2.0 2800 -5.6

800 -0.9 3000 -8.5

900 0.0 3300 -15.0

Note: Gain above 5kHz shall decrease by at least 12 dB per octave until ~60 dB.
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For each different combination of sampling rate and sample size in a test program, a different
set of filter gains must be calculated using this interpolation method. To save test time,
weighting filter gain values should be calculated only once, during the first execution of the test
program. Once all the gains for each weighting filter have been calculated, they are stored in an
array for future use. On subsequent test program executions, the appropriate filter gains can be
applied to the results of the FFTs to make weighted measurements. Application of the filter
gains is a simple matter of multiplying the FFT results at each spectral bin by the filter gain at
that bin.

Exercises

8.22. Calculate the gain of a Psophometric weighting filter at FFT spectral bin 413 of a signal
that was digitized at 16 kHz using 2048 samples.

Ans. -6.97 dB.

8.23. Calculate the higher of the two frequencies of a C-message weighting filter that
correspond to a gain of —0.55 dB.

Ans. 1260.20 Hz.

8.7 SIMULATION OF ANALOG CHANNEL TESTS

8.7.1 MATLAB Model of an Analog Channel

Mathematically modeling the behavior of an analog channel using MATLAB or some equivalent
software is an important step for understanding the test methods described in this chapter.
Through the appropriate software model, we can apply a coherent test signal and analyze the
response of the channel using Fourier analysis as if one collected the data directly from a tester.

To begin we must first model the large-signal behavior of an analog channel in the presence
of noise. This requires that we divide the analog channel into three components as shown in
Figure 8.25. The first block models the presence of noise in the channel, the second block
models the nonlinear input-output transfer characteristic, and the third block models the
frequency response behavior of the channel.

To model the noise of the channel we make use of a normally (Gaussian) distributed random
number generator available in MATLAB called randn. This number generator will produce a
sequence of independent (uncorrelated) numbers whose statistics are normally distributed with
zero mean and unity standard deviation. To create a noise signal with a DC value of Vpc and
RMS value of V.., we make use of the following linear transformation

Noise =Vpe +Vims& (8.27)

where £ is a random number generated by randn. In order to run the same program multiple
times and obtain a different number sequence each time but with identical statistics, the seed
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Figure 8.25. A nonlinear model of an analog channel with additive noise.

number that is used to initialize the random number generator should be changed. In MATLAB,
this is achieved by passing the seed number s to randn via the statement randn(‘seed’, s).

The nonlinear input-output transfer characteristic of the analog channel is simply modeled by
expressing the output signal in terms of the input signal through a power-series representation
described by

= 2 3 .
Vout =Co +cleN +02V!N +CIN+"‘ (8 28)

Finally, the frequency response behavior of the channel can be modeled using a digital filter
described by an nth-order difference equation. While the topic of digital filters is beyond the
scope of this text, we shall limit our discussion to a first-order digital filter described by the
following difference equation:

vour () =agviy (n)+avyy (n=1)=bvoyr (n-1) (8.29)

Through the application of z transforms, the normalized frequency response behavior of this
filter is found to be

[[ao +a c:os(27tj'):|2 +[a1 sin(27rf)]2
V [1+4 cos(27tj'):|2 +[b sin(27rf):|2

Vout —
-,Z(f)‘—

Parameters ao, a1, and b, are selected to control the shape of the filter response, e.g., low-pass,
high-pass, etc. For example, with a,=0.5, 4,=0.5 and b;=1, we obtain a low-pass Butterworth
response with unity DC gain. Now to put it all together, let us consider the following example.

-]
Example 8.17

Consider a low-pass amplifier described by parameters @o=0.5, &1=0.5, bi=1, =0, a1=1,
¢2=0.01, and ¢;=0.001. Simulate the behavior of the amplifier using MATLAB in the presence of
a noise signal with zero mean and an RMS value of 1 mV. Compute the signal to third harmonic
distortion ratio of the amplifier at approximately 1.4 kHz with a 1-V RMS input signal. Repeat
the simulation 10 times using a different seed each time. Calculate the mean and standard
deviation of the signal to third harmonic distortion ratio. The digitizer is set to collect 256
samples at a rate of 16 kHz.
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Solution:

To begin, let us design the parameters of the 1.4-kHz test tone. With N=256 and Fs=16 kHz, the
fundamental frequency is 16 kHz / 256 or 62.5 Hz. Using M=23, we will obtain a test frequency
of 1.4375 kHz, which is quite close to the desired 1.4 kHz. The MATLAB code that describes the
amplifier and its input test signal is listed on the following pages. Also listed is the code for the
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Fourier analysis of the output signal.

%
% Coherent signal definition - x -
%
N=256; M=23; A=sqrt(2); P=0;
for n=1:N,
x(n)=A*sin(2*pi*M/N*(n-1)+P);
end;
%
% Amplifier model: input signal: x, output signal: z
o/ll
% noise model
s=1; randn(‘seed’,s); % initialize the RN generator
VDC=0; VRMS=1e-3;
for n=1:N,
NOISE=VDC+VRMS*randn;
x{n)=x{n)+NOISE;
end;
% input-output transfer characteristic
c0=0; c1=1; ¢2=0.01; c3=0.001;
or n=1:N,
y(n)=c0+c1*x(n)+c2*x(n)*2+c3*x(n)*3;
end;
% frequency response behavior

a0=0.5; a1=0.5; b1=1; % filter coefficients
z({1)= a0*y(1); % y(0)=0, z(0)=0 initial conditions
for n=2:N,

z(n)=a0*y{n)+a1*y(n-1)-b1*z(n-1);
end;
%
% FFT analysis on the output signal
°/o
Z=fft(z)length(z);
% magnitude of spectrum Z - units of dBV
% AC Terms
magdBV_Z = 20*log10(sqrt(2)*abs(Z));
% DC & Nyquist Terms
magdBV_Z(1) = 20*1og10(abs(Z(1)));
magdBV_Z(N/2+1) = 20*log10(1/sqrt(2)*abs(Z(N/2+1)));
°/D
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% plot spectrum
plot(0:N/2, magdBV_Z(1:N/2+1))

D/D

% compute distortion metrics
$=104(magdBV_Z(1*M+1)/20);
H3=10*(magdBV_Z(3*M+1)/20);
SN3rd=20*10g10(S/H3);

%

% end

The spectral data that result from the first MATLAB simulation are shown in Figure 8.26. Here we
find that the RMS value of the fundamental is 0.50071 V, and the RMS value of the third
harmonic is 0.28759 mV. Hence, the signal to third harmonic is

0.50071 V RMS
0.28759 mV RMS

S/S’d (dB)=20 10810(?9‘}:20 logw( )=64.816 dB
3

Next, we ran the simulation nine more times with a different seed each time. The results are
tabulated in Table 8.21.

-40

Output
spectrum -60 }
(dBV)

-120 i i i i . i
0 20 40 60 80 100 120

Figure 8.26. MATLAB analog channel model output spectrum (dBV).
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Table 8.21. MATLAB Analog Channel Model Test Results

RN Seed Signal Third Harmonic Signal to Third
(V RMS) (mV RMS) Harmonic Ratio (dB)
1 0.50071 0.28759 64.816
34 0.50076 0.22247 65.720
65 0.50073 0.22915 66.037
1111 0.50077 0.25223 66.017
653 0.50073 0.27865 65.805
897 0.50080 0.22068 65.987
7775 0.50079 0.24979 65.995
5554 0.50079 031756 65.648
88898 0.50077 0.25935 65.655
23157 0.50073 0.28159 65.582
Mean Value: 65.726
Standard 0.36339
Deviation:

As is evident from Table 8.21, the average value of the signal to third harmonic is 65.726 dB
with a standard deviation of 0.36339 dB. If the data sheet called for a device with a signal to
third harmonic ratio greater than, say, 65 dB, then to guard against the variation that occurs with
noise the test limit should be raised by an amount related to the standard deviation of the
underlying noise distribution (see Section 4.3.3). For instance, if the effect of noise is assumed
to be normal with a mean value of 0 dB and a standard deviation of 0.36339 dB (same as that in
the table), then the limit should be raised by, say, three standard deviations to 65 dB + 3 X
0.36339 dB, or 66.0902 dB. In this way, only 13 out of 10,000 different devices would escape
the test and be labeled as good devices. Unfortunately, as this example demonstrates, a good
device can be incorrectly rejected.

8.8 SuMMARY

This chapter provides a basic foundation for DSP-based mixed-signal testing, even though all the
tests we have discussed so far are purely analog in nature. These same tests are performed on
sampled channels, which may include DACs and ADCs. These channels require some slight
differences in measurement definition. For example, we cannot calculate the gain of a DAC in
volts per volt, because a DAC does not have a voltage input. Nevertheless, many of the
measurement techniques are almost identical in nature to purely analog tests. In Chapter 9,
“Sampled Channel Testing,” we will continue developing DSP-based testing techniques as they
apply to channels containing DACs, ADCs, switched capacitor filters, and other sampling
circuits.
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Problems
8.1. Perform the following signal conversions:
(a) 1.414 V peak, single-ended signal into dBV, differential. q
(b) 0.5 V peak-to-peak, single-ended signal into dBm units at 600 2.
(c) 100 mV RMS, differential signal into dBV units.
(d) 700 mV RMS, differential signal into peak, single-ended signal.

8.2. An FFT analysis reveals that a signal is present in the eleventh bin with a spectral
coefficient described by @;;=0.707 and 5,,=0.100 V. What is the amplitude of this
signal? What is its phase? What is its RMS value? Express the signal amplitude in dBV
units.

8.3. An FFT analysis reveals that a particular tone has a spectral coefficient of -0.5-j0.5 V.
What is the amplitude of this tone? What is its phase? What is its RMS value? Express
the signal amplitude in dBV units.

8.4. The small-signal gain of a channel is defined as the derivative of the output voltage with
respect to the input voltage. Determine the gain of the following channels:
(@) Vo =0.1+0.99 V,

(b) ¥, =0.14 2V, +0.1 V2 +0.01 V>
©) Vous =g + @iV +ayVis + a5V +---+ayVy
@) Vou =4tan™ (Vm)

8.5. The ﬂgain of an analog channel as a function of the RMS signal level at its input is
assumed to be described by the following equation,

G=2.1-0.1¥,_pps +0.01 V2_puss

(a) What is the gain error of the channel at an input level of 2.5 V RMS if the ideal gain is
2.0 V/V? What is the gain error when the input is increased to 4.0 V RMS?

(b) What are the gain tracking errors at input levels of 3, 0, -3, -6, and 12 dB, when the
0-dB reference level corresponds to a 3.0 V RMS input level? Plot the gain tracking
error as a function of input level in dB.

8.6. An analog channel is excited by a 1-V RMS single-ended sinusoidal signal from an
arbitrary waveform generator. The output of the channel is digitized at a rate of 32 kHz
and 1024 samples are collected and stored in memory. An FFT analysis reveals a signal
amplitude of 2.1 V RMS in spectral bin 301. What is the frequency of the test signal?
What is the absolute gain of the channel in V/V? In dB?

8.7. A digitizer captures 2048 samples of a signal with a sampling rate of 32 kHz. Signals are
present in the following FFT bins: 31, 53, 54, 527, 544, 749, 1011. What are the
frequencies of the corresponding signals?

8.8. What is the total RMS value of a multitone signal consisting of sixteen tones having an
RMS value of 25 mV each and twenty-four tones having an RMS value of 10 mV each?
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8.9.

8.10.

8.11.

8.12.

8.13.

An Introduction to Mixed-Signal IC Test and Measurement

A fifteen-tone multitone signal of 1 V RMS is required to perform a frequency response
test. What is the amplitude of each tone if they are all equal in magnitude?

The frequency response behavior of an amplifier is measured with a 1-V RMS multitone
signal consisting of eight equal-amplitude tones. An FFT analysis of the output samples
reveal the following output signal amplitudes (RMS), in increasing frequency order:
353, 335, 314, 331, 349, 257, 158, 81 mV. What is the absolute gain of the channel at
each frequency, in V/V? What is the relative gain (dB) of the amplifier at each frequency
if the reference gain is based on the gain of the first tone?

A data sheet calls for the —1 dB gain point of a low-pass filter to occur between
19,500 and 20,000 Hz. A frequency response measurement was made and the gain at
19,486.3 Hz was found to be —0.01 dB and the gain at 20,001.97 Hz was —2.4 dB. Using
log/log interpolation, determine the frequency at which the gain is -1 dB.

The frequency response behavior of a frequency selective analog channel is measured
with a multitone signal consisting of eight tones. An FFT analysis of the input and output
samples reveal the following complex spectral coefficients (in V):

FFT Bin Input Output
0 0.9609 - j0.2768 0.9609 —0.2768
1 -0.0107 —;0.9999 -0.4896 —0.8431
2 -0.9418 —;0.3363 -0.7132 +j0.6186
- 3 0.7735 —j0.6338 -0.8270 — j0.5488
4 -0.7078 —j0.7064 0.8208 —;0.4663
5 0.5466 — j0.8374 0.0004 +j0.0063
6 0.5371 +0.8435 0.0309 —0.0019
7 0.2319 +0.9727 0.0228 — j0.00006
8 -0.7535 + j0.6575 0.0000 - j0.0000

(a) What is the RMS value of the input and output signals as a function of frequency?

(b) What is the phase of the input and output signals as a function of frequency? Limit the
range of the phase of each tone to +180 degrees.

(c) What is absolute gain of this amplifier as a function of frequency?

(d) What is the relative gain of this channel as a function of frequency if the reference
gain is based on the gain of the tone corresponding to the fourth FFT bin?

(e) What is the phase shift (in degrees) of the analog channel as a function of frequency?
Provide an unwrapped description of the phase.

(f) What is the group delay of this channel? Also, determine the group delay distortion of
this channel.

An FFT analysis of the output of an amplifier contains the following harmonically related
spectral amplitudes:
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8.15.

8.16.

8.17.
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FFT Spectral Bin RMS Voltage
101 0555V
202 10 mv
303 1 mV
404 0.1 mV
505 0.01 mVv

(a) What is the signal to second harmonic distortion ratio?

(b) What is the signal to third harmonic distortion ratio?

(c) What is the signal to total harmonic distortion ratio?

(d) If the RMS value of the noise component is 125 mV, calculate the signal to total
harmonic distortion plus noise ratio.

An amplifier’s input-output behavior can be described mathematically by the following
third-order polynomial, ¥, =a,+aV;, +a,V2 +a;V). What is the signal to third
harmonic distortion ratio of this amplifier if the input sinusoidal signal is described by
Via (1) = 4sin(2x f1).

A multitone test signal consists of a sum of four 1.0 V RMS sine waves, one at 1.3 kHz,
another at 2.1 kHz, another at 3.2 kHz, and the fourth at 5.3 kHz. Determine the
frequencies of second-order and third-order intermodulation frequencies.

An amplifier’s input-output behavior can be described mathematically by the following
third-order polynomial, ¥, = ay +a\V;, +a,V;2 + aV).What are the third-order
intermodulation products (amplitude and frequency) produced by this amplifier if the
input is described by ¥, (¢) = 4 sin(27£it)+ 4, sin(27 f1).

A digitizer sampling at 4 kHz captures 16 samples of a 1-kHz sinusoidal signal corrupted
by noise. An FFT analysis reveals the following spectral amplitudes:

FFT Spectral Bin RMS Voltage
0 2300 pv
1 2uv
14 pv
12pv
0707V
31pv
42 uv
11 pv
4uv

RVIN|I AN ]|WN
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8.18.

8.19.

8.20.

8.21.

8.22.
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(a) What is the total RMS level of the noise?
(b) Determine the signal-to-noise ratio of the channel.

(c) What is the root spectral density of the noise over the 2-kHz Nyquist interval.

Determine the root spectral density of a noise signal that has an RMS value of 543 uv
evenly distributed over a frequency range of 19 to 23 kHz.

What is the RMS value of a noise signal measured over a 12-kHz bandwidth if its root
spectral density is 10 ,uV/ vHz ? Express this result in dBm units at 50 .

Calculate the gain of a C-message weighting filter at the FFT spectral bin 73 of a signal
that was digitized at 8 kHz using 512 samples.

Using the MATLAB model of the analog channel described in Section 8.7 with parameters
a6=0.5, a;=0.5, b=1, ¢¢=0, c1=1, ¢;=0.01, and ¢3=0.001, simulate the behavior of the
channel subject to a 1-V RMS, sixteen-tone multitone signal in the presence of a noise
signal with an RMS value of 1 mV. Assume that 512 samples are collected at a rate of
8 kHz. The frequencies of the sixteen tones should be uniformly distributed between
500 and 3500.Hz and include the reference frequency of 1 kHz. Subsequently, compute:

(a) The absolute gain of this amplifier as a function of frequency.
(b) The relative gain of this channel as a function of frequency.

(c) The phase shift (in degrees) of the analog channel as a function of frequency. Provide
an unwrapped description of the phase.

(d) The group delay and group delay distortion of this channel.

Using the MATLAB model of the analog channel described in Section 8.7 with parameters
a0=0.5, a1=0.5, b;=1, ¢¢=0.5, ¢;=1, ¢;=0.02, and ¢3=0.004, simulate the behavior of the
channel subject to a 1-V RMS, 1.4-kHz sinusoidal signal in the presence of a noise signal
with an RMS value of 200 pV. Subsequently, compute the following parameters
associated with the output signal assuming that the digitizer collects 512 samples at a rate
of 8 kHz:

(a) The signal to second harmonic distortion ratio.

~ (b) The signal to third harmonic distortion ratio.

8.23.

(c) The signal to total harmonic distortion ratio.

(d) The total RMS level of the noise that appears at the output.
(e) The signal-to-noise ratio.

(f) The signal to total harmonic distortion plus noise.

Using the MATLAB model of the analog channel described in Section 8.7 with parameters
ao=0.5, a;=0.5, bi=1, ¢;=0, c1=1, ¢;=0.02 and c;=0.004, simulate the behavior of the
amplifier subject to a 1 V RMS, two-tone multitone signal in the presence of a noise
signal with an RMS value of 200 tV. Assume that 512 samples are collected at a rate of
8 kHz. Set one tone to 1140 Hz and the other to 1328 Hz. Subsequently, compute:

(a) The signal to second-order intermodulation distortion ratio.

(b) The signal to third-order intermodulation distortion ratio.
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8.24. Using the MATLAB model of the analog channel described in Section 8.7 with parameters
ao=0.5, a1=0.5, by=1, ¢p=0.5, ¢;=1, ¢,=0.02, and ¢3=0.004, simulate the behavior of the
channel subject to a 2.8-kHz sinusoidal signal in the presence of a noise signal with an
RMS value of 500 uV. Subsequently, compute the signal to harmonic distortion plus
noise ratio as a function of the input signal level. Perform the simulation over an input
range of —80 to 0 dB in 5-dB increments. Assume that the digitizer collects 512 samples
at a rate of 8 kHz.

References
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CHAPTER

Sampled Channel Testing

9.1 OVERVIEW

9.1.1 What Are Sampled Channels?

Sampled channels are similar to analog channels in many ways. Both channel types consist of a
signal transmission path from one or more inputs to one or more outputs. Unlike analog
channels, though, sampled channels operate on discrete waveforms rather than continuous ones.
Discrete waveforms consist of a sequence of instantaneous voltage samples that are either
represented as digital values or as sampled-and-held analog voltages.

Examples of sampled channels include digital-to-analog converters (DACs), analog-to-digital
converters (ADCs), switched capacitor filters (SCFs), sample-and-hold (S/H) amplifiers, and
cascaded combinations of these and other circuits. The test requirements for sampled channels
are very similar to those described in Chapter 8, “Analog Channel Testing.” However, the
sampled nature of the signals transmitted by sampled channels forces some additional
considerations in their test requirements. Because sampled circuits may be subject to
quantization errors, aliased interference tones, and reconstruction image tones, they require
additional test considerations that are not applicable to continuous analog channels.

Sampled channels are often tested for gain error, distortion, signal-to-noise ratio, PSRR,
CMRR, and all the other tests common to analog channels. The similarities and differences
between analog channel testing and sampled channel testing will be discussed later in this
chapter. First, let us look at examples of sampled channels and how they are applied in system-
level applications like cellular telephones and disk drive read channels.

9.1.2 Examples of Sampled Channels

Sampled channels form the interface between the physical world around us and the mathematical
world of computers and digital signal processors. A digital cellular telephone (Figure 9.1)
contains at least six sampled channels — three for the transmit channel and three for the receive
channel. The transmit (XMIT) channel is the signal path that transmits the near-end speaker’s
voice, while the receive (RECV) channel is the signal path that receives the far-end speaker’s
voice. The transmit channel of a digital cellular telephone includes a number of ADCs, DACs,
filters, and signal processing circuits that convert the speaker’s voice into a modulated stream of
digital data. The data stream is mixed with a high-frequency carrier signal so that it can be
transmitted via radio waves to the cellular base station.

315
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Figure 9.1. Digital cellular telephone block diagram.

The first step in voice transmission is to digitize the speaker’s voice using an ADC connected
to the cellular telephone’s microphone. The voice-band interface circuit is a sampled channel
that contains a number of circuits that amplify, filter, and digitize the speaker’s voice
(Figure 9.2). The digitized voice signal is then routed to either a digital signal processor or a
specialized modulator logic block, which converts the ones and zeros of the digitized voice
samples into an amplitude/phase modulation protocol similar to that used in computer modems.

Unlike modems, which transmit data over telephone lines at audio frequencies, cellular
telephones must transmit the data into an antenna using a radio frequency (RF) power amplifier.
The RF transmission frequency is 900 MHz or higher, depending on the type of cellular
telephone. Since it would be impossible to directly generate this 900-MHz modulated signal by
feeding samples into a DAC (at a rate of 1.8 GHz or more), it is necessary to use an RF mixer
circuit to upconvert an intermediate frequency (IF) signal to the RF frequency range. Since the
IF signal is much lower in frequency than the RF signal, it can be generated using a DAC
channel operating at a lower sampling frequency (Figure 9.3).

PGA/V )
Microphone l\/ LOW-Dass ii  XMIT channel
input ﬁltZr ADC #— =~ ADC audio samples
(to DSP)
Mic. volume

Figure 9.2. Voice-band XMIT (ADC) channel.
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Figure 9.3. XMIT I-channel and Q-channel.

The digital signal processor converts each amplitude/phase pair of the modulation protocol
into a sine amplitude sample and a cosine amplitude sample. The sine and cosine amplitude
samples are then converted into analog waveforms using two separate mixed-signal channels: the
in-phase channel (I-channel) and the quadrature channel (Q-channel). The I-channel waveform is
sent to an RF mixer circuit, controlling the amplitude of an RF cosine waveform. Similarly, the
Q-channel waveform controls the amplitude of an RF sine waveform. By adding the RF cosine
and sine waveforms together, the RF section of the cellular telephone reconstructs the
amplitude/phase-modulated data waveform. This composite RF waveform is suitable for
transmission through the cellular telephone’s antenna.

The receive channel works in a very similar manner, except that the direction of the signal is
reversed and the DACs are replaced by ADCs (Figures 9.4 and 9.5). The received data bits are
downconverted to IF I and Q channel signals by the RF section, digitized by an IF ADC channel,
demodulated into voice samples by the digital signal processor, and converted into audio voice
waveforms by the voice-band interface circuit. Thus there are six separate sampled channels in
this cellular telephone example: the voice-band interface transmit channel, the transmit
I-channel, the transmit Q-channel, the receive I-channel, the receive Q-channel, and the voice-
band interface receive channel.

RF cosine

Antenna ! e '
: Low-pass -channe

: ; : ﬁltgr ADC [— RECV IF samples
: (to DSP)
E Low-pass Q-channel
: filtgr ‘ ADC > RECV IF samples
; (to DSP)

RF ~~===m==oopooooo-e
downconverter

RF sine

Figure 9.4. RECV I-channel and Q-channel.
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Figure 9.5. Voice-band RECV (DAC) channel.

Other examples of devices containing sampled channels are disk drive read channels, digital
audio record and playback devices, and digital telephone answering devices (DTADs). A disk
drive read channel is a sampled channel that is used to recover 1/0 data from the read coil of a
disk drive read head. The read channel must digitize the high-frequency signal generated by the
magnetic variations of the data stored on the spinning disk drive platter.

The read coil signal is typically noisy and distorted by the physical properties of the disk’s
magnetic storage media. The read channel must clean up and correct the signal using a variety of
analog and/or digital filters before data can be recovered. One of the major challenges in read
channel testing is that the signals operate at extremely high frequencies. ATE testers are more
adept at measuring and sourcing low-frequency signals with a high degree of accuracy. At
higher frequencies, the signal source and measurement quality degrades, ma.klng the high-
frequency read channel difficult to test.

Digital audio channels are similar to the voice-band interface transmit and receive channels of
a cellular telephone. However, the sampled channels of a digital audio circuit must record and
play back much higher-quality audio than that required for a telephone conversation. One of the
major challenges in digital audio testing is that the signals are low in frequency but they have
very tight signal-to-distortion and signal-to-noise specifications. Digital telephone answering
devices, on the other hand, are more similar to telephones in that they do not need to record and
play back especially high-quality audio signals.

Clearly, the uses for sampled channels are very diverse, and a wide variety of testing
requirements are needed, depending on the end application of the channel. Despite the wide
differences in functionality and quality requirements, though, most sampled channels have a
series of common test specifications, including gain error, signal-to-noise, PSRR, etc. Before we
look at these common tests in detail, let us look at the different kinds of circuits that can be
classified as sampled channels.

9.1.3 Types of Sampled Channels

Sampled channels fall into four basic categories: digital in/analog out, analog in/digital out,
digital in/digital out, and analog in/analog out. For convenience, we will introduce the notation
DIAO, AIDO, DIDO, and AIAO to refer to these four types of sampled channels. Let us look at
some examples of each of the four categories of mlxed-51gna1 channels to see how they operate
on continuous and sampled waveforms.

Falling into the digital in/analog out (DIAO) category are DACs and cascaded combinations
of DACs and other circuits. DIAO channels are characterized by one or more digital signal
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Figure 9.6. Digital input / digital output (DIDO) sampled channel (loopback test mode),

inputs and one or more analog signal outputs. Note that a programmable gain amplifier does not
fall into this category, even though it does have a digital input. A PGA’s transmission channel
consists of an analog input and an analog output. The digital control lines feeding a PGA are not
generally used to transmit signal information; so we cannot really consider the PGA to have a
digital signal input. Furthermore, the PGA does not sample or reconstruct its signals in any way;
so it is considered an analog channel rather than a sampled channel. A very high-speed digital
line driver might also be considered a simple DIAO channel, as far as testing is concerned, since
it converts a digital input into an output with analog characteristics (rise time, overshoot,
undershoot, etc.).

ADC:s and cascaded combinations of ADCs and other circuits fall into the second category,
analog in/digital out (AIDO). AIDO circuits are characterized by one or more analog signal
inputs and one or more digital signal outputs. Comparators and slicers fall into this category
since they act as one-bit ADCs.

The third category is digital in/digital out (DIDO). While it may not be obvious that a DIDO
circuit would have anything to do with a mixed-signal sampled channel, DIDO circuits are
actually quite common in mixed-signal testing. Consider the analog loopback mode illustrated in
Figure 9.6. In this test mode, a DIAO DAC channel’s analog output is connected through a
special test multiplexer to the analog input of an AIDO ADC channel. The cascaded circuit has a
digital input and a digital output, yet it is a mixed-signal sampled channel. Another example of a
DIDO sampled channel is a digital filter, which accepts digital samples at its input, filters the
samples using a mathematical algorithm, and produces digital samples at its output. While a
digital filter can be tested as a sampled channel by measuring its frequency response, it should be
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noted that it can be tested much more efficiently and thoroughly using traditional digital
methodologies, since it does not contain any analog circuit elements.

An analog in/analog out (AIAQ) sampled channel can be formed by placing a device in digital
loopback mode, in which the digital output of an AIDO channel is looped back into a DIAO
input. The resulting circuit has an analog input and output, but it may exhibit quantization
errors, imaging, and aliasing, just like any other sampled circuit. Another example of AIAO
sampled channels is the switched capacitor filter (SCF). Switched capacitor filters operate on
sampled-and-held or continuous analog input signals, sampling them and applying a high-pass,
low-pass, or other filter characteristic to the analog samples. The output of a switched capacitor
filter is a sampled-and-held version of the filtered waveform. Since the switched capacitor
output is a “stepped” waveform, it is considered a sampled channel, even though it never
converts the analog signal into the digital domain. A third example of an AIAO sampled channel
is the simple sample-and-hold (S/H) amplifier. This sampled channel converts a continuous
analog input waveform into a sampled-and-held analog waveform. In theory, S/H amplifiers and
switched capacitor filters do not introduce quantization errors, since they hold nonquantized
voltages using capacitors. But since they introduce a sample-and-hold operation, they suffer
from all the same imaging, aliasing, and sin(x)/x rolloff characteristics associated with ADC and
DAC channels.

In general, sampled channels are more difficult to test than analog channels. Difficulties arises
from a number of factors, such as quantization noise, image and alias tones, sampling rate
synchronization headaches, and extra complexity in the form of coherent sampling loops in the
digital pattern. One of the main differences between testing analog channels and testing sampled
channels is that the sampling rate of the ATE tester’s digital patterns, AWG sampling rates, and
digitizer sampling rates must mesh with the sampling rate of the DUT. Otherwise, coherent
DSP-based testing is not possible. Achieving a coherent DSP-based sampling system that meets
the requirements of both the DUT’s various sampling circuits and the ATE tester’s various
instruments can be quite challenging. In the next section we shall look at some of the sampling
considerations we face as we design cost-effective tests for sampled channels. We will also look
at the structure of the digital patterns that source and capture digital signal samples on the digital
side of mixed-signal sampled channels.

9.2 SAMPLING CONSIDERATIONS

9.2.1 DUT Sampling Rate Constraints

When making a coherent DSP-based analog channel measurement, we only need to insure that
the fundamental frequency of the AWG is related to the fundamental frequency of the digitizer
by an integer ratio (usually a ratio of 1/1), and that the various Nyquist frequencies are above the
maximum frequency of interest. Other than these constraints, we are fairly free to choose
whatever sampling frequencies we want. Once we begin testing sampled channels, however, we
are often burdened with very specific sampling rate constraints placed upon us by the DUT
specifications.

The data sheet for a mixed-signal DUT often requires a specific sampling frequency or list of
sampling frequencies for each of the DUT’s sampled channels. For example, the transmit (ADC)
and receive (DAC) channels in a codec device may be specified at a sampling rate of exactly
8 kHz. The tester’s sampling systems must mesh with this sampling rate so the waveforms
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generated and digitized by the DUT’s sampled channels are coherent with the tester’s AWGs,
digitizers, and digital patterns. The most cost-effective testing for this type of device is
simultaneous testing of both the transmit and receive channel at the same time. This type of test
requires that all sampling rates must be coherent, including the transmit channel, receive channel,
digital pattern frame syncs, digital source data rate, digital capture data rate, AWG, and digitizer.

In some cases, it may be acceptable to force-fit the sampling rate of a DUT into a sampling
system that is more agreeable to the ATE tester’s instruments. For example, we may find that a
device whose master clock is specified at 38.88 MHz may actually fit the tester’s constraints
better if we shift it slightly to 38.879962 MHz. However, it is seldom acceptable to shift a clock
by more than a fraction of a percent. If we shifted the 38.88 MHz clock to 40 MHz, for instance,
we would run the risk of generating correlation errors between the tester and stand-alone bench
equipment operating at 38.88 MHz. Correlation errors in mixed-signal tests are often the result
of minor discrepancies in test conditions, such as sampling rates and output loading conditions.
It is much safer to use the exact specified master clock and sampling rate combinations outlined
in the device data sheet.

It would seem that a tester costing one million dollars or more would be able to produce any
sampling rate the test engineer desires. Unfortunately, most testers have constraints that limit the
clock frequencies that can be generated or utilized by each instrument. Even when a tester’s
clocks are highly programmable, certain frequencies may result in a better quality of test than
others. For example, a digital pattern rate that is divided from the tester’s master clock by a
factor of 2" may generate less sampling jitter than one generated using other divide ratios. The
lower jitter may result in superior signal-to-noise ratio measurements. Of course, these
constraints are highly tester dependent. A frequency that is not ideal on one type of tester may
cause no problem on another. This is one of the reasons that it is so difficult to convert mixed-
signal test programs from one tester platform to another.

Yet another headache in selecting sampling rates is the long settling time of low-jitter
frequency generators and/or phase-locked loops (PLLs). These often take a long time
(25-50 ms) to settle to a stable frequency after their frequency setting is changed. It is often
better to select a single master clock frequency and let the tester’s low-jitter master clock
generator stabilize to this frequency. Ideally, all sampling rates in the test program can be
derived from this single master clock frequency using digital clock divider circuits. Since digital
divider circuits require no additional setting time, test time can be minimized using this
approach. Unfortunately, this may or may not be possible. Sometimes it is necessary to switch
the master clock back and forth between various frequencies, adding undesirable test time as the
clock source stabilizes. Again, this constraint is highly tester dependent and may not be an issue
on some types of testers. :

9.2.2 Digital Signal Source and Capture

When testing mixed-signal devices, the tester must apply digital signal samples to the DUT’s
inputs and collect digital signal samples from its outputs. The DUT usually requires these
samples to be applied and captured at a particular sampling rate. A repeating digital pattern,
called a sampling frame, is ofien required by the DUT to control the timing of the digital signal
samples. Figure 9.7 shows an example of a digital pattern consisting of a repeating frame, digital
signal inputs to a DAC channel, and digital signal outputs from an ADC channel. The pattern
also includes a feature not found in purely digital patterns: source and capture shift and load
commands. These pattern commands, called microcode instructions, determine when the data
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for source memory will be substituted in place of the normal pattern data. They also determine
when the digital samples from the DUT will be stored into capture memory. If the DUT has a
serial input or output, the microcode SHIFT commands determine the time at which of each bit
of the data word is shifted into or out of the DUT. Other microcode instructions initialize loop
counters, determine loop endpoints, stop the pattern, etc.

RRP
FFC
IIM
RWD
DRC
pin pin X XK
RFID11 RFID11 RFIA RFID
LABEL COMMAND dig_src dig_cap (H) (H) S S S COMMENT
SET_LOOP 512 START TRIG .d0 .- 111 Prepare to collect 512 samples
aDC_DAC: . .do 11 0 Send Frame Sync (PCMDCK)
SEND .dg .w — 0 1 Source one DAC sample
. X -1 -
STORE .d9 .— 0 — - Capture one ADC sample
REPEAT ? - = 1 — — Finish the 12-cycle frame
END_LOOP ADC_DAC == — — — Loop back to ADC_DAC
HALT - - — — until 512 samples

are collected

Figure 9.7. Mixed-signal digital pattem example.

The waveforms stored in source memory are computed by the tester computer during an
initialization run. Signals such as sine waves, multitones, and ramps can be stored into various
locations in the source memory, ready to be inserted one sample at a time into the looping frame
pattern. In Figure 9.7, a multibit parallel data word is written into the RFID pin group using a W
character linked with the SEND command on the third vector. Likewise, the samples collected
during the looping frame pattern are stored one sample at a time into capture memory using the
STORE command on the fifth vector. The captured samples can then be moved into an array
processor or tester computer for DSP analysis (DFTs, FFTs, average value, RMS value, efc).
Naturally, the example pattern in Figure 9.7 is specific to a particular ATE tester. Different
testers will use a variety of notations to specify the STORE and SEND operations, but all true
mixed-signal testers provide a looped source and capture capability.

The sampling frame usually consists of one or more high-frequency clocks and one or more
frame synchronization signals that determine the timing of the input and output sample data
stream. For example, a digital audio device data sheet may specify that DAC channel samples
are to be applied in parallel on DUT pins DAC7-DACO on the second rising edge of the master
clock (MCLK) after the frame synchronization signal (FSYNC) goes low. Likewise, the data
sheet may specify that the ADC channel samples will be available at ADC7-ADCO on the third
rising edge of the master clock after FSYNC goes low. Finally, the FSYNC frequency may be
specified to run at a rate of MCLK divided by 16. Figure 9.8 shows these timing relationships.

In addition to the timing of the digital signal data inputs and outputs, the master clock and
frame sync are usually required to operate at very specific frequencies. Like AWGs and
digitizers, the digital source and capture instruments have their own fundamental frequencies,
defined as the sampling rate divided by the number of samples sourced or captured. Coherent
DSP-based testing requires that the fundamental frequency of the digital source, digital capture,
AWG, and digitizer must all be equal (or at least related by an integer ratio).
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Figure 9.8. Sampling frame timing diagram.

Unlike digital circuits, mixed-signal channels are usually specified at a particular frequency,
rather than a particular period. When making coherent DSP-based measurements, there is a huge
difference between a 25-ns master clock period and a 38.88-MHz (25.72016460905... ns) period.
The frequency of these clocks (relative to the sampling frequencies of the tester’s AWGs and
digitizers) must be quite accurate to synchronize the fundamental frequencies of all the various
sampling systems, including the DUT’s sampling rates. A frequency accuracy of one part in a
million or better is required to achieve acceptable signal-to-noise performance in coherent DSP-
based tests. For this reason it is usually not acceptable to round off the clock periods to the
nearest nanosecond or even the nearest picosecond. Digital circuits, by contrast, are often tested
at frequencies higher or lower than the normal operating frequency. Their timing can often be
rounded off to the nearest nanosecond to simplify the automated test pattern generation (ATPG)
process.

Depending on the tester’s architecture, it may or may not be possible to generate certain
sampling rates. For example, a device with a master clock of 41,327 MHz may produce a
fundamental frequency that cannot be easily matched by the tester’s high-performance digitizer.
It may be necessary to switch to a non-power-of-2 sample size or it may be necessary to shift the
master clock slightly to allow a coherent measurement. When shifting the master clock to
accommodate the tester’s instruments, the test engineer should take care. The performance of
the DUT may shift slightly as well. For example, the cutoff frequency of a switched capacitor
filter changes with its master clock. Shifting the master clock by 1% will shift the 3-dB point of
the filter by 1% as well. There are many more subtle problems that occur when the test
conditions are shifted in this manner; so it is best to test the DUT at exactly the specified
frequencies to avoid correlation errors.

An interesting question arises when we try to test mixed-signal devices on digital testers: Do
we really need source and capture memory to test mixed-signal devices? Let us look at the
alternative. A mixed-signal DAC pattern could be written as a “flattened” series of samples with
a repeating digital sample frame, as shown in Figure 9.9. Notice that the frame sync pattern is
identical from one DUT sample to the next. If a frame consists of 1024 digital samples, each of
which requires a 100 vector frame, then the pattern would require 102400 vectors. Mixed-signal
test programs may consist of dozens of these patterns. Testing mixed-signal devices using
patterns such as the one shown in Figure 9.9 would require many megabytes of vector memory,
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an obvious waste of digital pattern memory. Also, flattened patterns such as the one in
Figure 9.9 pose a debugging problem. What if we needed to quickly characterize a DAC’s
performance using a frequency of 2 kHz instead of 1 kHz? Likewise, what if we suddenly
needed to try a frame of 102 vectors rather than a frame of 100 vectors? We would have to
manually insert the new vectors or digital samples into the huge flattened vector set or use a
cumbersome digital pattern compiler to recreate a totally new digital pattern. Fortunately,
mixed-signal tester architectures provide source and capture memory to allow compact, easily
modified digital patterns for mixed-signal tests.

A true mixed-signal tester uses source and capture memory to implement a type of vector
compression that is ideally suited to mixed-signal sampling frames. Notice that the frames in
Figure 9.9 consist of the same basic pattern of ones and zeros for each sample. Only the value of
the DAC input data and ADC output data changes from one frame to the next. A mixed-signal
tester allows digital samples to be inserted into or extracted from a repeating frame loop, as
previously shown in Figure 9.7. The samples are specified with a digital signal sample notation,
such as W or X instead of 1 or 0. The Ws and Xs are place holders for digital signal samples,
which are either read from source memory or written to capture memory. Figure 9.10 shows
how source memory and vector memory are combined to weave together the digital frame data
with the digital samples. Similarly, Figure 9.11 shows how DUT output data is captured within a
repeating capture frame.

Digital samples can be sourced to and captured from the DUT in either a parallel format or a
serial format. In parallel format, the data for each sample are loaded into the device with a single
clock cycle, as shown in the previous examples. Serial format, by contrast, involves a serial
shifting operation that takes multiple data clock cycles. Versatile mixed-signal testers include
built-in hardware features that ease the conversion from parallel to serial and serial to parallel
data formats.

RRP
FFC
IIM
RWD
DRC
pin pin X XK
RFID11 RFID11 RFIA RFID
1 AREY AMMANR din erc dia can (H) (HY S S S COMMENT
.do .- — — — Prepare to collect 512 samples
abC - .dg 110
.d8 .d94 1 0 1 Source 1st DAC sample
.- K 111
.d9 .- 0 1 1 Capture 1st ADC sample
- - 11 1 Finish the 12—cycle frame
.~ .do 110
.d8 .dE8S 1 0 1 Source 2nd one DAC sample
.— K 111
.dg .- 0 1 1 Capture 2nd ADC sample
- 1 1 1 Finish the 12-cycle frame
.- .do 110
SEND .d8 .d299 1 0 1 Source 3rd DAC sample
.— X 111
STORE .d3 .- 0 1 1 Capture 3rd ADC sample
REPEAT 8 .- - 1 1 1 Finish the 12-cycle frame

Repeat this pattern for 512 samples

Figure 9.9. Flattened mixed-signal DAC frames.
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Figure 9.10. Source memory sample insertion.

When supplying serial data to a DUT’s digital signal input, data are loaded into source
memory in a parallel format. The digital subsystem hardware performs a parallel to serial shift
operation controlled by digital pattern microcode instructions such as SEND and SHIFT.
Likewise, when capturing serial data from a DUT’s digital signal output, data can be translated
from serial format to parallel format before they are stored into capture memory. Using the
hardware serial/parallel conversion features, the test engineer does not have to spend additional
time writing software translation routines.

In addition to the paralleVserial data conversion, a mixed-signal tester should be capable of
shifting the digital signal data into or out of the DUT with the most significant bit (MSB) first or
the least significant bit (LSB) first. Mixed-signal testers accommodate the MSB-first / LSB-first
translation using built-in digital logic in the digital subsystem.

Digital vectors Digital pattern with

: Capture memo
(DUT stimulus and repeating frame loop P v

waveform

output samples) — A ~ samples

00000000 00 LABEL:LOOP1; - 00100100 .
XXXXXXXX 10 STORE i-10010010 |

i 00000000
i 00100100
i 11111111
i 00000000
! 10010010 10 T "-otooommomooeooss e

11101001

11111111 01 JUMP LOOP1 !
'

11111111
00000000
11101001
11111111

Figure 9.11. Capture memory sample extraction.
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D7 DO D13 D8

D13 D12 D11 D10 D9 D8 D7 D6 D5 D4 D3 D2 D1 DO
Figure 9.12. Scrambled bit order in a two-byte interface.

Unfortunately, mixed-signal ATE testers cannot predict every data format. Occasionally the
test engineer will run across an “oddball” data format that requires an explicit software bit
scrambling operation. For example, a device may have a 14-bit digital signal format that must be
shifted into the device serially, with the least significant 8 bits shifted into the DUT MSB first,
followed by the most significant 6 bits shifted into the DUT MSB first. Figure 9.12 shows why
this is an odd format. Notice that the order of the bits is scrambled. Before we want to use the
tester’s parallel to serial shift hardware, we have to produce data samples that have the same
scrambled bit order. This scrambling operation must be performed in software before the
samples are loaded into the source memory. This is not a catastrophic problem; it just adds some
overhead to the test development process and makes the code a little harder to follow.

9.2.3 Simultaneous DAC and ADC Channel Testing

When a DUT contains two or more channels that can be tested simultaneously, the test engineer
will often test both channels at once to save test time. For example, a central office codec may
have a transmit (ADC) channel and a receive (DAC) channel that both operate at a sampling rate
of 8 kHz. The various parameters of these two channels can be tested in parallel, saving test
time. For example, the absolute gain, distortion, and signal-to-noise of the DAC channel can be
tested while the same tests are being performed on the ADC channel. The AC measurement
system for simultaneous ADC and DAC testing is shown in Figure 9.13. In addition to the
digital source and capture memories shown in Figure 9.13, the digital subsystem must also
provide any necessary reset functions, initialization patterns, master clocks, frame syncs, etc.

In Figure 9.13, we have shown four different sampling systems operating simultaneously.
The AWG is one sampling system and the digitizer is another. The third sampling system is
formed by the source memory and the DAC channel. The fourth sampling system consists of the
ADC and the capture memory. In order to ensure that each sampling system forms a coherent
DSP-based measurement, the sampling rate and the number of samples collected must be chosen
in consideration with the other sampling systems.

Consider the situation involving the AWG and ADC, together with the capture memory. The
AWG produces a test tone with frequency F; that stimulates the ADC channel of the DUT.
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Figure 9.13. Simultaneous DAC and ADC channel testing.

Assuming that the AWG is operating at a sampling rate of F, 4wc and cycles through Nwe
samples, we can express the test tone frequency as

F,
F=M WG s—AWG
' 4 NAWG

where M,y is a spectral bin number for the AWG. We can also express Eq. (9.1) as
F, =M yF;_sns (9.2)

where the fundamental frequency for the AWG is given by

Faws

Fr—,qwo = N
AWG
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As the ADC together with the capture memory forms another coherent sampling system with
sampling rate Fs 4pc and Nypc samples, we can also write the test tone frequency as

F,. 9.4
F =M, NADC (3.4)
ADC
or
F=M,,cF;_ipc {9.5)

where M,pc is a spectral bin number for the ADC and Fj4pc is the fundamental frequency for the
ADC given by

F,
Fy_jpe =—324¢ 9.6
f-4aDC NADC ( )

The number of samples collected in the capture memory Nspc should be made a power of two in
order for the sample set to be compatible with the FFT analysis that will follow.

Recognizing that Egs. (9.2) and (9.5) are equal in a coherent sampling system allows us
to write the following expression

M uiF, f-AWG M pcF, f-ADC )

Any two sampling systems that satisfy this equation will be coherent with one another.

Following a similar development, we can state that the requirement for coherence between the
DAC and digitizer is

My, o F, f-paC = M pi6rmerF, f-DIGITIZER (9.8)

Since the ADC and DAC samples are usually collected using a single digital pattern loop, their
sampling rates and number of samples are not independent. The simplest sampling combination
that meets all coherence requirements is one in which all four sampling systems have the same
fundamental frequency. This requirement is met by any combination of sampling rates and
number of samples in which

(9.9)

F, f-awG = F, f-apc = F, f-paCc = F, f—-DIGITTZER

Of course, this also implies that the test frequency is equal in both the ADC and DAC channels
as

M 6 =M pe =My, =My (9.10)
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In the 8-kHz codec example, the simplest sampling system is formed by choosing an 8-kHz
sampling rate on all four systems. For example, if we want to collect 512 samples from the ADC
channel while sending 512 samples to the DAC channel, we could use the following sampling
system

Fy.apc = Fs.qw =8 kHz
Nypc =N qwg =512
Fs.pac = Fy.picrrizer = 8 kHz
Npac = NpiGrrizer =512
In this case, each of the four sampling systems has a fundamental frequency of 8 kHz/512 =
15.625 Hz. Often test engineers will double or quadruple the sampling rate of the digitizer
and/or AWG to give a higher Nyquist frequency. A higher Nyquist frequency allows a digitizer
to detect more frequency components in the output spectrum of a DAC. This is useful for testing
the DAC’s anti-imaging low-pass filter. Similarly, a higher Nyquist frequency allows an AWG
to produce a cleaner test stimulus, free of images. To maintain fundamental frequency
compatibility with these higher sampling rates, we have to double or quadruple the number of
samples we collect with the digitizer or source with the AWG. For example, we can use the

following sampling system to double the fundamental frequency of the tester’s digitizer while
quadrupling the fundamental frequency of the AWG:

Fs4pc=8 kHz

Napc =512
Frapc=8kHz/512=15.625 Hz
IG:

Foawg=8kHzx4=32kHz
Nawe=512 x4 =2048

Frawc =32 kHz / 2048 = 15.625 Hz (matches ADC)

DAC:
Fipsc=8kHz
Npic=512

Frpac=8kHz/512=15.625 Hz
Digitizer:

Fspicrmzer=8 kHz x2 =16 kHz

Nprerrizer =512 x 2= 1024

Frpicrrrzep = 16 kHz / 1024 = 15.625 Hz (matches DAC)
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9.2.4 Mismatched Fundamental Frequencies

The example of the previous subsection dealt with the situation where the fundamental
frequencies were made equal. In this subsection, we shall investigate the fact that they need only
be related by a ratio of two integers, as can be seen from Eq. (9.8) when rearranged

F,_piormer _ Mp,c (9.11)

FI-DAC MDIGITIZER

For instance, in the previous example we could have used the following sampling system:

DAC:
Fspsc=8kHz
NDAC= 512

Frpic=8kHz/512=15.625 Hz
Digitizer:
Fo.piGrizer =8 kHz X (3/2) = 12 kHz
Npierrzer =512
Friemzer =8 KHz x (3/2) / 512 = 15.625 Hz x (3/2) = 23.4375 Hz

Clearly, the digitizer fundamental frequency is 3/2 times that of the fundamental frequency of the
DAC. Therefore, the spectral bins in the DAC channel are also related to the spectral bins in the

digitizer channel in much the same way, i.e. M, =(3/2) M pgrzes - For example, if we use bin

9 in the DAC channel, it will produce a frequency of 9 x 15.625 Hz, or 140.625 Hz. Since the
digitizer’s fundamental frequency is 15.625 Hz x (3/2), this same frequency will appear at
spectral bin 6 in the FFT of the digitizer’s samples.

Note that this integer-ratio sampling approach will often force us into even-numbered spectral
bins; so it is sometimes inferior to the more straightforward approach using equal fundamental
frequencies. However, the test engineer will occasionally find that the use of an integer-ratio
sampling approach is the best way to achieve a coherent sampling set given the constraints of the
DUT and ATE tester.

Example 9.1

A DAC must be tested with a sampling rate of S MHz and a test tone frequency of approximately
5 kHz. The output of the DAC is sampled by a digitizer with a maximum sampling rate of
20 kHz. The ATE tester’s source memory will be needed for other DAC tests; so we need to use
the minimum number of DAC samples possible (no more than 1024 samples). Due to sampling
constraints inherent to the tester, both the DAC sampling rate and the digitizer sampling rate
must be integer multiples of 1 Hz. Find a coherent sampling system compatible with these
constraints.
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Solution:

First, let us first consider the DAC. The DAC operates at a sampling rate of approximately
5 MHz and is exercised by a tone at approximately 5 kHz. Hence we can write

~5MHz

~5kHz=M,, ————
DAC NDAC

In order to determine values for the two unknowns (Npsc and Mp,c), we shall consider that the
test and sampling frequencies are exactly 5 kHz and 5 MHz, respectively, as we are attempting to
approach these frequencies as closely as possible. In addition, we also know that Np,c has to be
less than 1024, due to source memory limitations. This can only be satisfied if Mpsc = 1,
resulting in Npsc = 1000. Thus, by storing 1000 samples of a single cycle of a sine wave in the
source memory we can produce a 5-kHz test tone to exercise the DAC.

Next, let us consider the digitizer. According to the information supplied, we can relate the
sampling rate, number of samples and test frequency according to

AN T |

~5KHz=M 5rpe —-

N, DIGITIZER

Our first attempt at solving for the two unknowns (NpsGrrzzer and Mpigrmzer) is to consider
setting the fundamental frequency of the digitizer equal to the fundamental frequency of the
DAC, 5 MHz/1000 or 5 kHz. However, on doing so, we create a problem. A 20-kHz sampling
rate would only allow us to collect only 4 samples with a fundamental frequency of 5 kHz. This
is clearly not enough samples. One possible solution is to collect 256 samples at 20 kHz, and
look for power in spectral bin 64 (64 x 20 kHz / 256 = 5 kHz). Unfortunately, this bin would
result in the same samples over and over, as Npjgrizzer and MpyGrrizer are not mutually prime.
So instead, we shall select Mpgrmzer = 67, the nearest prime number, and Npjgrrrzzer = 256. In
turn, we must make an adjustment to the sampling rates Fpc and Fpsgryzer in order for the DAC
and digitizer to be coherent. This we obtain through the development in Section 9.4.3, where we

found
My, Fpic =M e F, pigrmzer
DAC DIGITIZER
Substituting known values, we can write
1x Fypsc _ 67x F, - pigrrmzen {9.15)
1000 256
or
F, ——_F (9.16)

s-DIGITIZER = 67x1000 " ">

With the DAC sampling rate set to 5 MHz, the digitizer’s sampling rate would have to be
19,104.47 Hz to satisfy coherence.
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Unfortunately, we are not done yet. The ATE tester imposes a further constraint where by all
sampling rates have to be integer multiples of 1 Hz. In other words, all sample rates must be
integer numbers. In order to satisfy this constraint, the sample rates of the DAC and digitizer will
have to be altered such that they are both integer numbers. To achieve this, we must first express
the rational fraction in Eq. (9.16) as a product of prime numbers and eliminate any common
terms. That is,

8 5
2 =2 F (9.47)

F,_picmzer = WE-DAC 67x5 . *-p4c

Next, select Fy.psc as a multiple of 67 x 5° which is nearest the desired frequency of 5 MHz. .
That is,

F, pic =675 xn (8.18)

LS

where

[5 MHz

= ] [597.015]=597 (9.19) §

and [ ] indicates a rounding to the nearest integer operation. Therefore, Fy.psc = 4, 999 875 Hz.
Subsequently, from Eq. (9.17) we find F; prrmzer = 19,104 Hz.

Summarizing, the final solution is:

DAC Digitizer
Sampling rate 4,999,875 Hz 19,104 Hz
Number of samples 1000 256
Spectral bin 1 67
Fundamental frequency 4,999.875 Hz 74.625 Hz
Test tone frequency 4,999.875 Hz 4,999.875 Hz
(approx. 5 kHz) (matches DAC)

In conclusion, we used a different fundamental frequency for the DAC and digitizer, and a }
different Fourier spectral bin for each to achieve a coherent sampling system. As there are
numerous steps to follow to obtain coherence, test engineers will often devise software tools to
aid in the selection of sampling rates, sample sizes, etc. for a given set of DUT and tester
constraints. This is particularly important when more that two sampling systems are required to |

be made coherent.
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Exercises

9.1. Two sampling systems described in the following table are operating with a test tone of
approximately 2,000 Hz:

System #1 System #2
Sampling rate 32,000 Hz 23,000 Hz
Number of samples | 2,000 1,024
Spectral bin 125 89

Slightly adjust the sampling rate of each system so that the two sampling systems will
become coherent. What are the sampling frequencies?

Ans. Coherence requires F; = 1.390625xFy,. If F;;=32 kHz, then F,=23.011236 kHz.

9.2. Repeat Exercise 9.1 but this time limit the sampling frequencies to integer multiples of
1 Hz.

Ans. One possible solution: F;;=31,951 Hz and F,= 22,976 Hz.

9.2.5 Undersampling

Undersampling is a technique that allows a digitizer or ADC to measure signals beyond the
Nyquist frequency. A digitizer sampling at a frequency of F; has a Nyquist frequency equal to
Fy2. Any input signal frequency, F,, which is above the Nyquist frequency will appear as an
alias component somewhere between 0 Hz and the Nyquist frequency. We normally try to filter
the input signal so that it has no components above the Nyquist frequency. However, we may
remove the filter if we want to allow our digitizer or DUT to collect samples from a signal that
includes components above the Nyquist frequency. This technique is called undersampling.
Undersampling can also be used to measure the out-of-band rejection of a low-pass antialiasing
filter before an ADC as shown in Figure 9.14. Frequencies that extend beyond the Nyquist rate
of the ADC may not be fully attenuated by the filter, and as a result they may appear as low-
amplitude in-band alias tones. The amplitude of these alias components can be used to compute
the filter cutoff performance at frequencies beyond the Nyquist frequency.

High-frequency input Low-frequency alias signal

{ DUT ATE digital

§ Anti- W by Waveform
——+»| aliasing ADC : » capture
filter ' memory

Figure 9.14. Low-pass antialiasing filter and ADC.
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&) ’
.8

Undersampled signal Aliased reconstruction

Figure 9.15. Undersampling a high-frequency sine wave.

Undersampling is often used when we have a digitizer or a DUT ADC with a limited
sampling rate, but we want to capture a signal with components beyond the Nyquist frequency.
Provided that the bandwidth of the digitizer’s front end is adequate, we can use undersampling to
collect samples from the high frequency signal (Figure 9.15).

There are several things to consider when using undersampling. First, all the noise
components from 0 Hz to the digitizer or ADC input bandwidth will be additively folded back
into the range from 0 Hz to Fy/2. This means the signal-to-noise ratio of the aliased signal will
probably be degraded compared to a fully sampled measurement.

Second, the digitizer’s front end may be less linear or may have a gain error at the frequency
of the test signal. These problems can usually be corrected using focused software calibration
techniques. Finally, the aliased image of two or more tones in a multitone signal may fold back
to the same frequency. Care must be taken when selecting frequencies so they each fall into a
unique in-band FFT bin.

To calculate the expected alias frequency of a test tone denoted Fy,, perform the following
steps:

1. Repetitively subtract F; from the test frequency F; until the result is between 0 and Fi.
Call this result, F’,, Mathematically, this is equivalent to

s

F,=F,~nF, where n= [}E—J (9.20)

where [ ) indicates a rounding down to the nearest integer operation.

2. Next, check whether F’,, is above or below the Nyquist frequency Fy/2. If it is below the
Nyquist frequency then F’,, is the frequency of the aliased tone. Otherwise, it is an image
and the aliased tone will appear at frequency F-F .. Mathematically, we can express
these two conditions as

’ - , <
Fm={ Fa H0<F<K/2 (0.21
F-F, if F[2<F,<F;
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Example 9.2

A sine wave with a frequency of 65 kHz is sampled by an ADC at a sampling rate F; of 20 kHz.
An FFT is performed on the samples collected by the ADC. At what frequency do we expect the
65-kHz tone to appear? Assuming N samples were collected, at what spectral bin will this
frequency appear? Repeat the example with an input tone of 75 kHz.

Solution:

We subtract 20 kHz from 65 kHz until we get an answer less than 20 kHz

65 kHz — 20 kHz — 20 kHz - 20 kHz = 5 kHz.

This result is less than the Nyquist frequency of 10 kHz; so we would expect to see the aliased
tone at 5 kHz. The spectral bin is calculated using the equation Eq. (9.4)

5kHz=MZOkHz
N
or rewriting
M=Nx5kHz=ﬂ
20 kHz 4

Repeating the example with a 75-kHz input tone, we keep subtracting 20 kHz until we get a
number less than F;: F',=15 kHz. This frequency is above the Nyquist; so we expect to see an
aliased sine wave at 20 kHz — 15 kHz = 5 kHz. Again, this tone shows up in spectral bin N/4.
Notice that both input frequencies (65 and 75 kHz) fold back into the same FFT spectral bin.
This is the nature of aliasing — it is a many-to-one mapping process. Care must be taken when
undersampling multitone signals to avoid overlaps between different frequencies. Each
undersampled tone must be selected so that it falls into a unique spectral bin. It would be a
mistake to undersample a multitone signal with both 65- and 75-kHz components at a sampling
rate of 20 kHz, since the aliased versions of the two tones would overlap at 5 kHz.

9.2.6 Reconstruction Effects in AWGs, DACs, and Other Sampled-Data Circuits

Reconstruction is performed by first converting the discrete samples into a stepped or staircase-
like waveform using some form of sampled-and-held process, such as a DAC, followed by a
filtering operation to smooth the signal and remove the frequency images. Recall from Chapter 6
that perfect reconstruction cannot be realized in practice. It can only be approached. As a result,
some signal artifacts are introduced into the reconstructed waveform. These, in turn, limit the
quality of the signal produced by an AWG, DAC, or other sampled-data circuit. In particular, we
shall investigate the effects of images and sin(x)/x rolloff.

Ideally, a perfect smoothing operation has a brick-wall frequency response, that is, one that
rejects all signal frequencies completely except those in some frequency region that are allowed
to pass unattenuated. Such frequency response behavior is impossible to realize with any real
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circuit. Instead, one must tolerate some of the image energy appearing in the reconstructed
signal. For a single tone with frequency F;, the image tones, denoted by Fimage, will appear in the
reconstructed waveform at the following frequencies

F, =nF,tF, where n=123,... (9.22)

image

The imaging process follows the same mapping rules as the aliasing process, only in reverse.
While aliasing is a many-to-one mapping process, imaging is a one-to-many mapping process.
Using the previous aliasing example, a 5-kHz sine wave reconstructed at a 20-kHz sampling rate
would produce images at 65 and 75 kHz, as well as many other frequencies such as 15, 25, 35,
45 kHz, ..., etc.

A common test performed on a DAC followed by a low-pass anti-image filter is to test the
circuit with a test tone set very close to the Nyquist frequency of the channel. This is typically
the worst-case condition, as the anti-imaging filter must pass the test tone at F; undisturbed, but
reject most of the image tone that appears very close to it at Fs-F;. In other words, this single test
acts to verify that the filter’s pass-band and stop-band regions meet the maximum and minimum
attenuation requirements, respectively.

In addition to the images generated by the reconstruction process, we also have to take into
account the frequency-domain effects introduced by the DAC through the sampled-and-hold
operation. Assuming that the each sample is held for the full duration of the sampling period,
that is, T,=1/F,, then one can easily show that the frequency response behavior G(f) of the
sampled-and-held operation introduced by the DAC is given by

sin (n‘ %-)
Gsin(x)/x (f) =t (9.23)
[+7)
F,

A plot of the magnitude of Gsin( x)x (f) is shown in Figure 9.16. From this plot we see that

reconstructed tones near the Nyquist frequency are attenuated much more than tones located near
DC. Further, the magnitude of an image decreases monotonically toward zero as the frequency
of the image increases. With x=7xf/F,, Eq. (9.23) takes on the form sin(x)/x, leading one to
describe this filter behavior as a sin-x-over-x rolloff.

The effects of the sample-and-hold operation can be corrected for by multiplying the spectrum
of the discrete-time signal by the inverse of Gsin( x)ix (f). For example, the effects of the

sin(x)/x rolloff on a single tone at frequency F; can be corrected in software by boosting its
amplitude by a correction factor given by
3
F

o <1
sin| 7+
Fy

correction factor = | (9.24)

Gsin(x)/x (F; )|
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Figure 9.16. Sin(x)/x gain versus frequency.

Compensation can also be performed in hardware. In fact, some DAC channels include a
sin(x)/x correction factor in the low-pass anti-imaging filter that automatically corrects for most
of the rolloff. Therefore, one must know ahead of time whether sin(x)/x correction factors need
to be included in the software description of the test samples.

Example 9.3

Calculate the sample set for a 3.0-V peak, 8-kHz sine wave that is to be reconstructed at 20 kHz
using a conventional DAC. Boost the signal level to correct for sin(x)/x rolloff.

Solution:

First we calculate the correction factor

(” 8 kHz )
correction factor = |\ 20kHz) =1.321

] ( 8kHz)
SNy T
20 kHz

Next we multiply the peak value we want by the correction factor to get a sample set that will be
attenuated to 3.0 V peak by sin(x)/x rolloff. An example MATLAB procedure is:

% Correcting for DAC sin(x)/x effect
%

pi =3.14159265359;

N=2000; M=800; A=3.0; P=0.0;

X = pi*8e3/20e3;

correction_factor = x/sin(x);
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for n=1:N,
sinewave(n) = correction_factor * A * sin(2*pi*M/N*(n-1}+P);
end

These samples can be reconstructed using a sample-and-hold process (AWG or DAC) followed
by a 10-kHz low-pass filter to remove the sampling images. The sample-and-hold process will
attenuate the 8-kHz sine wave by 1.321, resulting in a 3.0-V peak waveform at 8 kHz.

—_— )

Exercises
9.3. A 1 V RMS sine wave with a frequency of 65 kHz is sampled by an ADC at a sampling

rate of 32 kHz. Sketch an RMS magnitude spectrum that includes the five lowest frequencies
that could alias into the same FFT spectral bin as the 65-kHz tone.

i

I
i
!
!
!
63| 65
64

Ans. Vanel

1V RMS

!
!
!
!
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31§ 33
16 32 48

- f——>
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9.4. Samples from a 1-V RMS sine wave with a frequency of 1 kHz are reconstructed with a
DAC at a frequency of 32 kHz. Sketch the RMS magnitude of the reconstructed waveform
spectrum that includes the test tone plus the four lowest image tones.

Ans. 1Vpacl (V)
! ! i |
0.998 | i [ i
] 1
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i 10030 | o416 ! 0015
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" ' 31733 | 63 65
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9.3 ENCODING AND DECODING

9.3.1 Signal Creation and Analysis

In the previous example, we produced a sample set whose values were expressed in Volts. When
we create a sample set for a DAC or when we analyze captured samples from an ADC, we have
to work with code steps (also called quanta or LSBs). The term LSB is commonly used to refer
to a single step in a DAC or ADC transfer curve, but this terminology can be a bit ambiguous. If
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we tell a design engineer that his ADC generates 3 LSBs of noise, do we mean 3 steps or do we
mean that the 3 least significant bits of the ADC digital output are toggling randomly? If the
three least significant bits (D2-D0) were toggling, that would correspond to 8 steps of noise.
Unfortunately, the term “LSB” is much more common in data sheet specifications than the less
ambiguous “quantum”; so we shall use the term LSB when referring to a single division in a
DAC or ADC transfer curve.

To convert a series of desired voltages into a series of DAC codes, we have to know the
DAC’s ideal gain in bits per volt as well as its encoding format. This information is used to
encode a series of floating point voltage samples into integer DAC samples. Similarly, before
we can analyze the output of an ADC, we need to know its ideal gain and format. This
information is used to convert the ADC output from integer values into floating point voltage
samples. The encoding and decoding process depends on the encoding scheme of the DAC or
ADC. Let us look at some common encoding schemes and see how we would create and analyze
encoded and decoded waveforms.

9.3.2 Data Formats

There are several different encoding formats for ADCs and DACs including unsigned binary,
sign/magnitude, two’s complement, one’s complement, mu-law, and A-law. One common
omission in device data sheets is DAC or ADC data format. The test engineer should always
make sure the data format has been clearly defined in the data sheet before writing test code.

The most straightforward data format is unsigned binary. Unsigned binary format places the
lowest voltage at code 0 and the highest voltage at the code with all 1’s. For example, an 8-bit
DAC with a full-scale voltage range of 1.0 to 3.0 V would have the code-to-voltage relationship
shown in Table 9.1.

Table 9.1. Unsigned Binary Format for an 8-Bit DAC

Code Voltage
00000000 (decimal 0) IWIAY
00000001 (decimal 1) 1.0V+1LSB=1.007843 V
01111111 (decimal 127) 1.0 V+ 127 LSBs = 1.996078 V
10000000 (decimal 128) 1.0V +128 LSBs=2.003922 V
11111111 (decimal 255) 1.0V+255LSBs=30V

One LSB is equal to the full-scale voltage range, Vrs+ ~Vrs.divided by the number of DAC
codes minus one

VFS+ _ VFS— (925)

V, =
LSB ™ 4 DAC codes —1
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In this example, the voltage corresponding to one LSB is equal to (3.0 V — 1.0 V)/255 =
7.843 mV. Sometimes the full-scale voltage is defined with one an additional imaginary code
above the maximum code (i.e., code 256 in our 8-bit example). If so, then the LSB size would
be (3.0 V — 1.0 V)/256 = 7.8125 mV. This source of ambiguity should be clarified in the data
sheet.

The C-code for encoding and decoding floating point numbers to unsigned binary format
might appear as follows:

int encode_sample(vs, mfs, Isb_size)

float vs, mfs, Isb_size; {
I* vs = voltage sample, mfs = voltage at code 0, Isb-size in volts */
return ((int)(0.5 + (vs-mfs)/(Isb_size)));

}

float decode_sample(code,mfs,lsb_size)

float mfs, Isb_size; {
I* code = unsigned binary code, mfs = voitage at code 0, Isb_size in volts */
return (mfs + Isb_size*code);

Here we choose to present the conversion software routine using C code instead of the usual
MATLAB code representation seen previously in other chapters. This decision is based on the
fact that the above procedures are required to be resident in the tester and are usually written
with a C code syntax. Converting the above procedure into a MATLAB routine is a relatively
straightforward exercise.

Another common data format is two’s complement. It can be used to express both positive
and negative values. Positive numbers are encoded the same as unsigned binary in two’s
complement, except that the most significant bit must always be zero. When the most significant
bit is one, the number is negative. To multiply a two’s complement number by —1, all bits are
inverted and one is added to the result. The two’s complement encoding scheme for an 8-bit
DAC is shown in Table 9.2. As is evident from the table, all outputs are made relative to the
DAC’s midscale value of 2.0 V. This level corresponds to input digital code 0. Also evident
from this table is the LSB is equal to 5 mV. The midscale (MS) value is computed from either of
the following two expressions using knowledge of the lower and upper limits of the DAC’s full-
scale range, denoted Vrs and Vs, respectively, together with the LSB voltage obtained from
Eq. (9.25)

# DAC codes
Vs =Ves-+ _T_VLSB (9.26)

or

Vs =Vrs+ =

# DAC codes
—— 1V (9.27)
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Note that the two’s complement encoding scheme is slightly asymmetrical since there are
more negative codes than positive ones.

Table 9.2. Two's Complement Format for an 8-Bit DAC.

Code Voltage
10000000 (decimal —128) 20V-128LSBs=1360V
10000001 (decimal -127) 20V-127LSBs=1365V

11111111 (decimal —1) 2.0V-1L8SB=1.995V
00000000 (decimal 0) 2.0 V (midscale voltage)
00000001 (decimal 1) 20V+1LSB=2.005V
01111110 (decimal 126) 20V +126 LSBs=2.630 V
01111111 (decimal 127) 20V+127LSBs=2635V

The C-code for encoding and decoding floating point numbers to two’s complement format
might appear as follows:

int encode_sample(vs, Isb_size)

float vs, Isb_size; {
I* vs = voltage sample, Isb-size in volts */
return ((int)(0.5 + vs/Isb_size);

}

float decode_sample(code,lsb_size)

int code;

float Isb_size; {
I* code = unsigned binary code, Isb_size in volts */
return (Isb_size*code);

One’s complement format is similar to two’s complement, except that it eliminates the
asymmetry by defining 11111111 as minus zero instead of minus one, thereby making 11111111
a redundant code. One’s complement format is not commonly used in data converters because it
is not quite as compatible with mathematical computations as two’s complement or unsigned
binary formats.

Sign/magnitude format is occasionally used in data converters. In sign/magnitude format, the
most significant bit is zero for positive values and one for negative values. Like one’s
complement, sign/magnitude format also has a redundant negative zero value. Table 9.3 shows
sign/magnitude format for the 8-bit DAC example. The midscale level corresponding to input
code 0 for this type of converter is
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# DAC codes

Vigs =Ves. +(# DAC codes _1) :

Vise =VEs+ -( ‘1) Viss

where Vg is given by

Ves: —Vrs_

V, =
LS8 ™ % DAC codes -2

Table 9.3. Sign/Magnitude Format for an 8-Bit DAC

Code Voltage

11111111 (decimal -127) 20V -127LSBs=1365V
11111110 (decimal —126) 20V-126LSBs=1370V

10000001 (decimal —1) 20V-1LSB=1.995V

10000000 (decimal -0) 20V

00000000 (decimal 0) 20V

00000001 (decimal 1) 20V+1LSB=2.005V
01111110 (decimal 126) 20V +126 LSBs =2.630 V
01111111 (decimal 127) 20V +127LSBs =2.635V

(9.28)

(9.29)

The C-code for encoding and decoding floating point numbers to sign/magnitude format

might appear as follows:

int encode_sampie(vs, Isb_size)
float vs, Isb_size; {
/* vs = voltage sample, Isb-size in volts */
if(vs>=0) return ((int)(0.5 + vs/Isb_size));
else return (MSB | (int)(0.5 + -1*vs/Isb_size));
I"Exampe: MSB is 10000000 for 8-bit converter */
}

float decode_sample{code,mfs,Isb_size)
int code;
float mfs, Isb_size; {

I* code = unsigned binary code, mfs = voltage at code 0, Isb_size in volts */

if(MSB & code) return (Isb_size*code);
else return (-1*(MSB“code)*Isb_size);
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Two other data formats, mu-law and A-law, were developed in the early days of digital
telephone equipment. Mu-law is used in North American and related telephone systems, while
A-law is used in European telephone systems. Today the mu-law and A-law data formats are
sometimes found not only in telecommunications equipment but also in digital audio
applications, such as PC sound cards. These two data formats are examples of companded
encoding schemes.

Companding is the process of compressing and expanding a signal as it is digitized and
reconstructed. The idea behind companding is to digitize or reconstruct large amplitude signals
with coarse converter resolution while digitizing or reconstructing small amplitude signals with
finer resolution. The companding process results in a signal with a fairly constant signal to
quantization noise ratio, regardless of the signal strength.

Compared with a traditional linear converter having the same number of bits, a companding
converter has worse signal-to-noise ratio when signal levels are near full scale, but better signal-
to-noise ratios when signal levels are small. This tradeoff is desirable for telephone
conversations, since it limits the number of bits required for transmission of digitized voice.
Companding is therefore a simple form of lossy data compression.

Figure 9.17 shows the transfer curve of a simple 4-bit companded ADC followed by a 4-bit
DAC. In a true logarithmic companding process such as the one in Figure 9.17, the analog signal
is passed through a linear-to-logarithmic conversion before it is digitized. The logarithmic
process compresses the signal so that small signals and large signals appear closer in magnitude.
Then the compressed signal may be digitized and reconstructed using an ADC and DAC. The
reconstructed signal is then passed through a logarithmic-to-linear conversion to recover a
companded version of the original signal.

The mu-law and A-law encoding and decoding rules are a sign/magnitude format with a
piecewise linear approximation of a true logarithmic encoding scheme. They define a varying

2 2 r-
Output (V) Output (V)

1+ ~4 1+ -

0 - o} .
Linear Companding

4 ADC/.DAC 4 4L ADC/DAC |
pair pair

-2 - -2 -

3 I i | -3 L I L

2 “1 0 1 2 2 -1 0 1 2
Input (V) input (V)

Figure 9.17. Comparison of linear and companding 4-bit ADC-to-DAC transfer curves.
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LSB size that is small near 0 and larger as the voltage approaches plus or minus full scale. Each
of the piecewise linear sections is called a chord. The steps in each chord are of a constant size.
The piecewise approximation was much easier to implement in the early days of digital
telecommunications than a true logarithmic companding scheme, since the piecewise linear
sections could be implemented with traditional binary weighted ADCs and DACs. Today, the A-
law and mu-law encoding and decoding process is often performed using lookup tables
combined with linear sigma-delta ADCs and DACs having at least 13 bits of resolution.

The mu-law and A-law ADC decision levels are shown in Tables 9.4 and 9.5. The DAC levels
are midway between the ADC levels. The logarithmic nature of these curves is apparent in
Figures 9.18 and 9.19. The negative decision levels are mirror images of the positive levels.

Notice that the decision levels are listed in integer units called quanta, which must be
converted to volts during a separate scaling process. In mu-law encoding, a sine wave with a
peak level of 8159 quanta corresponds to a power level at the central office of +3.17 dBm0.
Therefore, a 0 dBm0 mu-law signal level corresponds to a peak quanta level of 8159x10" 31120 o,
equivalently, 5664.2. Likewise, a peak level of 4096 quanta in A-law corresponds to a central
office power level of +3.14 dBm0. Thus, a 0 dBm0 A-law signal level corresponds to a peak
level of 4096x10142 quanta equal to 2853.4 quanta.

A more complete discussion of A-law and mu-law codec testing can be found in Matthew
Mahoney’s book, “DSP-based Testing of Analog and Mixed-Signal Circuits. »l

9.3.3 Intrinsic Errors

Whenever a sample set is encoded and then decoded, quantization errors are added to the signal.
In high-resolution encoding and decoding processes, these errors may be less than the errors
generated by noise in the signal. But in low-resolution converters, or in signals that are very
small relative to the full-scale range of the converter, the quantization errors can make a sine
wave appear to be larger or smaller than it would otherwise be in a higher-resolution system.

These intrinsic errors can be compensated for in the final measured result by knowing ahead
of time the gain error of a perfect ADC/DAC process as it encodes and decodes the signal under
test. This is achieved by modeling the perfect DAC/ADC in software using, say, MATLAB. This
process is made somewhat difficult, as these errors are dependent on the exact input signal
characteristics, including signal level, frequency, offset, phase shift, and number of samples. All
these parameters must be modeled correctly, otherwise the results will be incorrect. In the case
of a DAC, the procedure is relatively straightforward. Unfortunately, the same cannot be said for
an ADC.

Let us first consider the AWG encoding process of a single sinusoidal signal. One begins by
writing a numerical routine that generates the samples using a floating point number
representation. Next, the samples are encoded into the corresponding format of the DAC found
within the AWG. In the process of encoding the samples, they are scaled by a factor of 1/V1sa,
followed by a quantization or rounding operation, as only a finite number of bits can be used to
represent each sample. Subsequently, the samples are stored in the waveform source memory
and passed to the DAC to be decoded (i.e., produce the output analog waveform). The DAC
restores the samples to their original level, as the DAC has an ideal gain of V7sp volts per bit. We
can model the encoding/decoding process with the block diagram shown in Figure 9.20(a).
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Figure 9.18. p-law ADC (encoder) decision levels.

Table 9.4. p-law Encoder Decision Levels

Chord
Step 0 1 2 3 4 5 6 7
0 1 35 103 239 511 1055 2143 4319
1 3 39 111 255 543 1119 2271 4579
2 5 43 119 271 575 1183 2399 4831
3 7 47 127 287 607 1247 2527 5087
4 9 51 135 303 639 1311 2655 5343
5 11 55 143 319 671 1375 2783 5599
6 13 59 151 335 703 1439 2911 5855
7 15 63 159 351 735 1503 3039 6111
8 17 67 167 367 767 1567 3167 6367
9 19 7 175 383 799 1631 3295 6623
10 21 75 183 399 831 1695 3423 6879
1 23 79 191 415 863 1759 3551 7135
12 25 83 199 431 895 1823 3679 7391
13 27 87 207 447 927 1887 3807 7647
14 29 91 215 463 959 1951 3935 7903
15 31 95 223 479 991 2015 4063 8159
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Figure 9.19. A-law ADC (encoder) decision levels.

Table 9.5. A-law Encoder Decision Levels

Chord
Step 0 1 2 3 4 5 6 7
0 2 34 68 136 272 544 1088 2176
1 4 36 72 144 288 576 1152 2304
2 6 38 76 152 304 608 1216 2432
3 8 40 80 160 320 640 1280 2560
4 10 42 84 168 336 672 1344 2688
5 12 44 88 176 352 704 1408 2816
6 14 46 92 184 368 736 1472 2944
7 16 48 96 192 384 768 1536 3072
8 18 50 100 200 400 800 1600 3200
9 20 52 104 208 416 832 1664 3328
10 22 54 108 216 432 864 1728 3456
11 24 56 112 224 448 896 1792 3584
12 26 58 116 232 464 928 1856 3712
13 28 60 120 240 480 960 1920 3840
14 30 62 124 248 496 992 1984 3968
15 32 64 128 256 512 1024 2048 4096
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Figure 9.20. Modeling the AWG waveform encoding/decoding process: (a) nonlinear model; (b) equivalent
linear model for a particular sample set.

Of particular interest is the quantization operation, denoted Q(-) in the ﬁgure This block is
the source of signal dependent errors mentioned above.

To quantify these errors, we first define the gain of the entire encoding process as the ratio of
the output Vpsc.pear over the input Vi,. This gain is referred to as the intrinsic gain of the
encoding process for a particular sample set and is defined as

Vpac-
Gininsic =—RASLEL V[V (9.30)

in

Ideally, the entire encoding/decoding procedure should have a gain of unity (i.e. output equals
input). Rather, the output contains intrinsic errors causing the output to differ from the input.
Subsequently, the intrinsic gain error AGjupinsic for a particular input becomes

AG 1=VD;AC_—IDL‘VM_ \7AY (9.31)

intrinsic =

=G,

intrinsic
mn
The fact that the output signal ¥Vpac.ipeas is related to the input ¥;, by a gain constant Ginginsic
suggests that we can model the nonlinear quantizer operation as a linear operation with gain
Gintrinsic a5 shown in Figure 9.20(b). This representation is, of course, valid only for a particular
sample set. If the sample set is changed, then a new Gy gain constant must be derived.

For example, let us say that we want to generate a low level sine wave at the first Fourier
spectral bin with no offset and 0 radians of phase shift using an 8-bit two’s complement DAC. If
we want to generate a very low level sine wave with an RMS amplitude of 8 LSBs, we could
calculate the quantized/reconstructed sample set (normalized by an LSB) shown in Figure 9.21
using the following MATLAB code:
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% Coherent signal definition -x-
°/o
N=64; M=1; A=sqrt(2)*8; P=0;
for n=1:N,
x(n) = A*sin(2*pi*M/N*(n-1) + P);
end
o/ﬂ
% Quantize input
o/ﬂ
LSB=1; % normalize all results in terms of LSBs
for n=1:N,
q(n) = LSB*round(x(n)/L.SB);
end
%

If we perform an FFT on the output signal, we see that we get an RMS level of 7.861 LSBs,
corresponding to an intrinsic error of (7.861-8.0) = -0.139 LSBs. Subsequently, the intrinsic gain
and intrinsic gain error becomes 0.9826 and ~0.0173 V/V, respectively. If we shift the phase of
this sine wave by 773 radians as shown in Figure 9.22, we get a different signal level of
8.026 LSBs, comresponding to an intrinsic error of +0.026 LSBs. The intrinsic gain and gain
error will then be 1.00325 and 0.00325 V/V, respectively.

Attempting to apply this same approach to uncover the intrinsic errors associated with an
ADC is much more difficult. A block diagram illustrating the decoding/encoding process for the
digitizer is shown in Figure 9.23. Unlike the situation with the AWG, the input signal to the
digitizer changes with each test and, hence; so does the quantization error. Thus, knowing the
intrinsic error corresponding to a particular sample set provides no additional insight into the
quantization errors that occur during a particular test.

Intrinsic error is the result of consistent quantization errors. In general intrinsic error is less of
a problem with higher-resolution converters and/or larger sample sizes. The intrinsic error of a
DAC or ADC quickly approaches the noise floor of the measurement as the number of samples
increases, as long as we use Fourier spectral bins that are mutually prime with respect to the
sample size. Spectral bins that are not mutually prime will produce the same samples repeatedly,
which in turn produces the same quantization errors over and over. This is another reason to use
mutually prime spectral bins, since it tends to minimize intrinsic errors.

20 T T T

10

Signal [i] o

Figure 9.21. Quantized sine wave: intrinsic error = -0.139 LSBs.
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Figure 9.22. Quantized sine wave with phase shift: intrinsic error = +0.026 LSBs.
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Figure 9.23. Modeling the digitizer/ADC waveform decoding/encoding process.

Exercises
9.5. What is the ideal gain of a 10-bit DAC with a full-scale voltage range of 0 to 5 V?
Ans. 4.888 mV/bit,

9.6. A 7-bit DAC has a full-scale voltage range of 0.5 to 2.5 V. The input is formatted using
a 2’s complement number representation. What is the midscale voltage level? What is the
expected output voltage level if the input digital code is 10011017

Ans. 1.5079 V; 0.7047 V.

9.7. The digital decimal representation of a p-law converted signal is 10110011. In what
decimal range is the input signal?

Ans. -303 to -287.

9.8. A set of samples derived from a 0.707 V RMS sinusoidal signal is found to have an
intrinsic gain error of 0.05 V/V. What is the RMS amplitude of the captured test signal?

Ans. 0.742 V.
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9.4 SamprLED CHANNEL TESTS

9.4.1 Similarity to Analog Channel Tests

Sampled channel tests are very similar to the analog channel tests described in Chapter 8. In
DSP-based testing, the inputs and outputs of an analog channel are actually stimulated and
measured using sampled channels. Let us look at the similarities and differences between the
DSP-based analog channel gain test shown in Figure 9.24 and a DAC-to-ADC sampled channel
test shown in Figure 9.25.

Figure 9.24 shows the full stimulus-to-analysis path for an analog channel test. A continuous
mathematical sine wave is, in effect, “sampled” by calculating 512 evenly spaced values using a
C code loop such as:

inti;
float sample[512], pi=3.14159265359, A= 1.414 V;
for (i=0;i<512;i++)

sample[i] = A * sin(2*pi*i/512);
load_waveform_into_ AWG(sample,512);

Whether the routine “load_waveform_into_ AWG( )” is supplied by the ATE vendor as part of
a library or whether the routine is written by the test engineer, it must perform a very important
first step. Since most AWGs produce their waveforms by applying integer values to a DAC, the
load_waveform_into AWG( ) routine must first convert the continuous floating-point waveform,
sample[ ], into a quantized integer waveform. It must also calculate the necessary AWG
attenuation settings and mathematical scaling factors that make this waveform come out of the
AWG at the proper voltage level. This scaled and quantized integer waveform is then
compatible with the AWG’s waveform memory.

To create a continuous analog stimulus waveform, the quantized waveform is passed through
the AWG’s DAC, then through a reconstruction filter and various signal conditioning circuits
(programmable attenuators, etc.). The resulting continuous waveform passes through the DUT’s
analog channel and into the input stage and low-pass anti-imaging filter of a digitizer. The
digitizer’s integer samples are stored into a bank of memory. These samples are then available
for DSP operations, such as the FFT.

AWG DUT Digitizer
R T R
i | waveform | Anti- EE 3 Anti- Waveform | !
| "™ L Tonc e | g, L} v | oo | e |
! ry iter {4 " filter memory |1
1 M 1" ]
1 I: " ]
Lo T _____________________________ N & N i_------.-
Waveform Waveform
encoding (math) analysis (math)

Figure 9.24. DSP-based analog channel test.
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Figure 9.25. DAC-to-ADC sampled channel test.

Now consider the sampled channel test in Figure 9.25. The same process occurs in this case,
only the position of the components is shifted from the tester to the DUT. A continuous
mathematical waveform is sampled by a mathematical process as before, but this time the
integers are stored in the source memory of the digital pattern subsystem rather than being stored
in the AWG waveform memory. The digital samples from the source memory are then shifted
into the sampled channel’s DAC input.

The DAC output is low-pass filtered, producing a continuous waveform. This waveform is
then passed through an analog channel, such as a diagnostic loopback path inside the DUT. The
continuous signal is then filtered and resampled by the DUT’s ADC chanrel, producing digital
output samples. These are captured and stored into the digital subsystem’s capture memory,
where they are available for DSP operations.

The sampled channel gain test is therefore almost identical to DSP-based analog channel
testing. We could also show how DAC channels, ADC channels, switched capacitor filters, and
any other sampled channel could be reduced to a similar measurement system. The only
difference is that the location of DACs, ADCs, filters, and other signal conditioning circuits may
move from the ATE tester to the DUT or vice versa. Unfortunately, this means that we have to
apply more rigorous testing to sampled channels, since all the effects of sampling (aliasing,
imaging, quantization errors, etc.) vary from one DUT to the next. These sampling effects are
often a major failure mode for sampled channels. Let us look at each of the analog channel tests
described in Chapter 8, and see how they must be modified as we apply them to sampled
channels.

9.4.2 Absolute Level, Absolute Gain, Gain Error, and Gain Tracking

The process for measuring absolute level in DACs and other analog output sampled channels is
identical to that for analog channels. The only difference is the possible compensation for
intrinsic DAC errors. In this way, a measurement is made independent of the sample set used.
Moreover, when compared to bench measurements made with noncoherent test equipment, better
correlation is made possible. Otherwise, absolute voltage level measurements are performed the
same way as any other AC output measurement. ADC absolute level is equally easy to measure.
The difference is that we express the output measurement in terms of RMS LSBs (or RMS
quanta, RMS bits, RMS codes, or whatever terminology is preferred) rather than RMS volts.
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In some sampled channels, such as switched capacitor filters and sample-and-hold amplifiers,
absolute gain is measured using the same voltage-in/voltage-out process as in analog channels.
By contrast, measurement of absolute gain in mixed-signal channels is complicated by the fact
that the input and output quantities are dissimilar. Gain in mixed-signal channels is defined not
in volts per volt, but in bits per volt or volts per bit, where the term “bit” refers to the LSB step
size. For example, if we have an 8-bit two’s complement DAC with a full-scale range of -1 to
+1 V, its ideal gain is 2.0/255 or 7.84 mV/bit. Notice that there are only 255 steps between
codes in an 8-bit converter, not 256. Therefore one LSB is equal to 2.0 V/255 steps or 7.84 mV.

However, we sometimes see a data sheet that defines the upper voltage of a DAC as 1 LSB
above the maximum valid DAC code. For example the data sheet in this 8-bit DAC example
might define ~1.0 V as code —128 and 1.0 V as code 128. Code 128 does not actually exist in an
8-bit two’s complement DAC; so it is an imaginary point on the DAC curve. In this case, we
would calculate the ideal gain as 2.0 / 256 = 7.81 mV/bit. If the data sheet is not clear on this
definition, the test engineer should request clarification. Similar issues exist on an ADC’s gain
specification. Data sheets do not always define the gain of a converter in bits per volt or volts
per bit. Often they define the ideal LSB step size instead, which is equal to the gain in the case
of a DAC or inverse of the gain in the case of an ADC.

The absolute gain of a DAC is expressed as the ratio of its output signal Vp,c divided by the
input signal V%, (expressed in LSBs)

’
in

4
Gpac = 340 \7AY% ‘ (9.32)

As Vyy, =1/V15p (Gingrinsic ) Vin» We can write the DAC’s absolute gain as

Vg V, :
Gpuc = 2B LA /bt (9.33)

Gintrinsic in

It is interesting to note that Gp4c also includes the sin(x)/x frequency rolloff of the sampled-and-
hold action of the DAC. Thus Gpuc is a frequency-dependent parameter.

Similarly, the absolute gain of an ADC without intrinsic error compensation is given by

G =Z4DC s V————l x—4RC  bits/V (9.34)
ADC
Vin Viss in

; Floating-point b Actual DAC E
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Figure 9.26. Modeling the test setup for a DAC.
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where Dypc is the ADC digital output expressed in LSBs, Vapc is the corresponding output
signal level in volts and V;, is the ADC input voltage signal.

Converter gain cannot be specified in decibels, because it is a ratio of dissimilar quantities
(e.g., volts per bit). Converter gain error, however, can be expressed in decibels. Gain error AG
is equal to the actual gain G4cry4 divided by the ideal gain Gipgq: (which includes any sampled-
and-hold effects)

AG = Cacurar \7A% (9.35)
GipEaL

Either result can be converted into decibel units using the standard conversion expression

AG =20 log, (—GA—CTUAJ dB (9.36)
GipEar

For example, the ideal gain of a DAC, which includes the sampled-and-hold effect, is

Gpac-mear (f) =Visp X Gz (f)  V/bit (9.37)

Substituting the above result into Eq. (9.35), together with the measured result in Eq. (9.33),
gives ’

! ! Ypsc v/V (9.38)

AGpyc (f) - Gintrinsic Gsin(x)/x (f ) Vin

As Vpuc.ipear = Gintrinsic Vin, We can write

1 vV,
AG = /A
pac(f) Gsin(x)y/x (f) Vpac-mea / (6:39)

In the .case of an ADC, the ideal gain is assumed to be 1/¥jp bits per volt, as we have no
accurate means of computing its intrinsic gain. Subsequently, the ADC gain error becomes

AG pc =Visp D ;DC V/V= V;{’C v/v (9.40)

in in

5
P RS ————————

Example 9.4

An 8-bit two’s complement DAC with a single-ended output has an ideal LSB size of 3.0 V / 28
= 11.719 mV. The ideal output range is 1.0 to 40 V — 1 LSB, that is, the 4.0-V level
corresponds to imaginary code +128. A sample set corresponding to a 1-kHz sine wave at 0.8 V
RMS is desired. Assuming a perfect DAC, write a MATLAB routine that produces a 512-point
sample set that will generate a 1-kHz sine wave at 800 mV RMS, at a DAC sampling rate of
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16 kHz. If the DAC output is digitized and the actual RMS voltage is determined to be 780 mV
RMS instead of 800 mV, what is the gain and gain error of the DAC at 1 kHz? Include sin(x)/x
rolloff and intrinsic error in the gain and gain error calculations.

Solution:

First we need to calculate the sample set for the DAC. The peak amplitude of the tone is set at
J2 x 0.8 V. We also have to compute the Fourier spectral bin for a 1-kHz tone with a 16-kHz
sampling rate and 512 samples. The Fourier spectral bin is found by dividing 1 kHz by the
fundamental frequency of the sample set: M = 1 kHz / (16 kHz / 512) = 32. Of course, 32is a
poor choice since it is not a mutually prime number and will generate excessive intrinsic error.
We shift the spectral bin to 31 to achieve a prime bin. The resulting MATLAB code is therefore:

% DAC Encoding/Decoding Procedure
°/o
D=8;  -------% 8-bit DAC
LSB=3.0/2AD; -% least-significant bit using an imaginary bit at 4.0 V
0/0
% Coherent signal definition -x-
°/o
N=512; M=31; A=sqrt(2)"0.8; P=0;
for n=1:N,
x({n) = A*sin{2*pi*M/N*(n-1) + P);
end
o/O
% Quantize result and perform DAC operation
%
for n=1:N,
q(n) = LSB*round(x(n)/LSB);
end
% end

We next need to calculate the absolute gain of a perfect DAC so we can compare our DAC'’s
gain to the ideal gain. An FFT is performed on the scaled sample set. Using the FFT output, we
calculate the voltage level at bin 31. It should be 800 mV RMS, but because of intrinsic
quantization error, the sample set produces an RMS output of 800.127 mV.

Thus, according to Eq. (9.30), the sample set has an intrinsic gain of
Ginrinsic =1.00016 V/V

Next, we need to consider the sampled-and-hold effect of the DAC on this sample set. As the
frequency of the tone is F; = 16 kHz / 51231 or 968.75 Hz, and the sampling frequency is
16 kHz, we know from Section 9.2.6 that the gain of the DAC at this frequency due to the
sampled-and-hold operation is
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. ( 968.75 HZJ
sin| 7

16 kHz
( 968.75 Hz)
n———
I 16 kHz

The expected RMS amplitude from the ideal DAC will then be 0.994 x 800.127 mV
=79533 mV.

Giin(z)/x (968.75 Hz) = =0.994 V/V

Finally, we load the sample set into digital source memory and start a digital pattern that sends
the samples to the DAC at 16 kHz. A digitizer collects the output, and an FFT shows a signal
level of 780 mV RMS. A perfect DAC would produce a sine wave at a signal level of
79533 mV RMS. Since our DAC produced 780 mV RMS, the gain error according to
Eq. (9.39) would be

780 mV

—————=0.98072V/V =—-0.1691 dB
795.33 mV

AGpyc =

The absolute gain of a DAC is determined from Eq. (9.33) with intrinsic error compensation.
Substituting the appropriate values, we obtain

3V % 780 mV % 1
256 bits 800 mV  1.00016V/V

E

Fortunately, intrinsic error is usually very small; so it is often ignored in gain and gain error
calculations. However, intrinsic error may become much larger if a low-resolution converter is
tested, if a low-level signal is to be tested, or if the number of samples is small. The test
engineer should at least verify that intrinsic errors will be negligible before dropping intrinsic
error correction from the gain calculations.

Gpyc at 1 kHz=

=11.42 mV/bit

Intrinsic error does not apply to S/H amplifiers and switched capacitor filters, since these do
not quantize the signal as they sample it. They are, however, subject to sin(x)/x rolloff since they
produce a stepped version of the waveform samples. ADCs, on the other hand, quantize signals
and are therefore subject to intrinsic error. However, ADCs collect instantaneous voltage values
and therefore do not see sin(x)/x rolloff. Since many of the tests in this chapter are subject to
intrinsic error and/or sin(x)/x effects, the test engineer should always keep these potential error
sources in mind as the performance of sampled systems are measured. Often, the correlation
errors between bench equipment and tester can be traced to a bench measurement that does not
take such effects into account.

Sampled channel gain tracking error is measured in a similar manner to analog channel gain
tracking error. Intrinsic error is especially important in gain tracking measurements. It is
important to realize that some of the variation in gain at different levels is caused by differences
in quantization error. The intrinsic errors in each sample set should be extracted from the
measurement of each level before calculating gain tracking error.

Intrinsic error and sin(x)/x corrections are usually not performed on any of the remaining tests
in this chapter. These corrections are usually applied only to gain and absolute signal level
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measurements. In the remaining tests, sin(x)/x rolloff and intrinsic errors are usually considered
part of the specified measurement. As usual, if there is any doubt about this issue, the test
engineer should ask for clarification.

9.4.3 Frequency Response

Frequency response measurements of sampled channels differ from analog channel
measurements mainly because of imaging and aliasing considerations. Since sampled channels
often include an anti-imaging filter, the quality of this filter determines how much image energy
is allowed to pass to the output of the channel. Frequency response tests in channels containing
DACs, switched capacitor filters, and S/H amplifiers should be tested for out-of-band images
that appear past the Nyquist frequency. In coherent DSP-based measurements, these images will
appear at specific Fourier spectral bins, as explained in Section 9.2.6.

Notice that the digitizer used to measure these frequencies must sample at a high enough
frequency to allow measurements past the Nyquist rate of the sampled channel. Also notice that
each sampling process in a sampled channel has its own Nyquist frequency. An 8-kHz DAC
followed by a 16-kHz switched capacitor filter has two Nyquist frequencies, one at 4 kHz and
the other at 8 kHz. The images from the DAC must first be calculated. These images may
themselves be imaged by the 16-kHz switched capacitor filter. Each of the primary test tones
and the potential images should be measured.

The specification for a low-pass anti-imaging filter in a sampled channel may be stated in
terms of the frequency response of the filter itself or it may be stated in terms of image
attenuation of the total sampled channel. Since a sample-and-hold process introduces sin(x)/x
rolloff, the images should appear even lower than the filter’s gain curve would indicate. If image
attenuation is specified rather than filter frequency response, then the test is a simple matter of
comparing the amplitude of each in-band test tone with the amplitude of its image or images.

If the filter’s frequency response is specified, then it can be measured in one of two ways.
The best way is to provide design for test (DfT) access to the input and output of the filter and
measure its frequency response using standard analog channel testing. The alternate test
approach is to measure the attenuation of each test tone’s first image compared to the ideal
attenuation expected from sin(x)/x rolloff. The additional attenuation is due to the filter. '&

Example 9.5

The 16-kHz DAC in the previous example is followed by a low-pass filter with a cutoff
frequency of 8 kHz. The 1-kHz test tone is passed through the DAC and filter. Calculate the
frequency of the first image of the 1-kHz test tone. A digitizer samples the filter output and sees
a signal level of 780 mV at the 1-kHz frequency and a signal level of 5 mV at the out-of-band
image frequency. Calculate the gain of the filter at the image frequency relative to the gain of
the filter at 1 kHz.

Solution:

The image of the 1-kHz tone is located at F, = 16 kHz - 968.75 Hz = 15031.25 Hz. Note that we
will have to use a digitizer with a Nyquist frequency greater than 15031.25 Hz to see this
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Figure 9.27. Modeling the frequency domain effects associated with the AWG.

frequency. If we used a digitizer with a 16-kHz sampling rate, then the digitizer would alias the
15031.25-Hz image back onto the test tone at 968.75 Hz, making the image measurement
impossible. A logical choice for the digitizer sampling rate would be 32 or 64 kHz, since these
are integer multiples of the DAC sampling rate.

Next, let us plot the spectral information that we are given in the problem, together with a block
diagram that identifies each significant component of the AWG. This we do in Figure 9.27. Of
particular interest is the spectrum corresponding to the output of the DAC, denoted ¥’p4c. This
particular spectrum is periodic; thus the test tone and all of its images will have equal amplitude,
say, Vrus. To keep the presentation relatively straightforward, we show only the test tone and its
first image. Subsequently, the sample-and hold operation will modify the magnitude of the test
tone and its image according to

Vpac (968.75 Hz)= Gsin(x),x (968.75 Hz) Vs
and

Vpac (15031.25 Hz) = Gy (15031.25 Hz) Vgygs

where the two gain factors are computed as follows

sin ”968.75 Hz
16 kHz

(ﬂ 968.75 Hz)
16 kHz

Giin(x)/x (968.75 Hz) = =0.993981 V/V =—0.052 dB
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and

. ( 15031.25 Hz
sm| A ————"—
16 kHz

Gin(x)/x(15031‘25Hz)= ( 15031 25HZ) l
n—___.__'____.

S|

=0.064061 V/V =-23.868 dB
16 kHz

Similarly, the low-pass filter will alter the magnitude of the test tone according to
Vawe (968.75 Hz) = G gy (968.75 Hz) Vpuc
or
V.awe (968.75 Hz) = Gy, (968.75 Hz) Giin(x)/x (968.75 Hz) Vpyss
Likewise, for its image, we write
V.awe (15031.25 Hz) = G g, (15031.25 Hz)Vpsc
or

V 4w (15031.25 Hz) = G gy (1503125 Hz) Gy (15031.25 Hz) Vs

Therefore, we can expect the relative gain of the first image amplitude to the test tone amplitude
to be

V.uwe (1503125 Hz) _ Gner (15031.25 Hz) G (1503125 Hz)
Vewe (96875 Hz) Gy (968.75 Hz) Gy (968.75 Hz)

Subsequently, the gain of the filter at the image frequency relative to the gain of the filter at
1 kHz is derived from this equation to be

G jiner (15031.25 Hz) _ Vawe (15031.25 Hz) Gy )/ (968.75 Hz)
G ner (968.75 Hz) ¥ 4p6(968.75 Hz) Gy (15031.25 Hz)

Substituting known parameter values gives

G e (1503125 Hz) _ Vawe (15031.25 Hz) Gy x (968.75 Hz)
G irer (968.75 Hz) ¥4 (968.75 Hz) Gy (1503125 Hz)
5mV 0.993981

“780mv 0.064041
=0.00994625 V/V

=-20.05 dB
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Unfortunately, this answer may or may not correlate perfectly with a frequency response
measurement of the continuous low-pass filter at these same frequencies. The potential error
source is the shape of the DAC steps. If they are very sharp (i.e., very fast settling time), then
the idealized sin{x)/x correction should be valid. However, if the steps of the DAC waveform are
not sharp, there will be an additional low-pass filtering effect. The filter gain may not be
accurately measurable using the sin(x)/x comrection method in the previous example. This is the
reason we usually prefer to measure both the absolute level of images relative to the reference
tone, as well as measuring the true filter characteristics using a DfT test mode and analog
channel test methodologies (see Chapter 14, “Design for Test”). This approach allows us to
verify the filter characteristics separate from the DAC characteristics. The additional
information gives us a more thorough characterization of the DAC/filter combination.

Unlike DAC channels, ADC channels do not suffer from sin(x)/x errors. Therefore, they
can be measured without any additional compensation. However, ADC channels must be tested
for alias components rather than images. These alias components are likely to appear if the low-
pass anitaliasing filter of the ADC channel is inadequate. Again, we prefer to measure both the
filter in isolation (using a DfT test mode) and the alias components of the composite ADC/filter
channel. The location of alias components in the ADC output spectrum is determined using the
technique outlined in Section 9.1.1.

Exercises

9.9. An 8-bit unsigned binary formatted DAC has a full-scale range of 0.5 to 3.5 V. A sample
set corresponding to 5-kHz sine wave at 0.75 V RMS is desired, assuming a DAC sampling
rate of 32 kHz. An ideal analysis reveals an intrinsic gain error of —0.07 V/V. If the DAC
output is digitized and the actual RMS output is found to be 0.81 V, what are the gain and
gain error of the DAC at 5 kHz?

Ans. 13.7 mV/bit; 1.21 V/V (1.65 dB).

9.10. A 9-bit two’s complement formatted ADC operating at an 8-kHz sampling rate has a
full-scale range of 1 to 4 V. With a 1-V RMS sinusoidal signal at 3 kHz applied to its input,
an analysis of the output codes indicates an RMS output value of 167.27 LSBs. Determine
the gain and gain error of the ADC at § kHz.

Ans. 167.27 bits/V; 0.982 V/V (-0.16 dB).

9.4.4 Phase Response (Absolute Phase Shift)

This is one of the more difficult parameters to measure in a mixed-signal channel (AIDO or
DIAO). The problem with this measurement is that it is difficult to determine the exact phase
relationship between analog signals and digital signals in most mixed-signal testers. The phase
relationships are often not guaranteed to any acceptable level of accuracy. Also, the phase shifts
through the analog reconstruction and anti-imaging filters of the AWGs and digitizers are not
guaranteed by most ATE vendors. The solution to this problem is a complicated focused
calibration process that is beyond the scope of this book. These problems are pointed out only as
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a warning to the new test engineer who might think that analog waveforms coming from an
AWG or analog waveforms captured by a digitizer are exactly lined up with the digital samples
coming out of a DUT or going into a DUT. Fortunately, phase response of mixed-signal
channels is not a common specification. Group delay and group delay distortion specifications
are much more common; so we will look more closely at these measurements.

9.4.5 Group Delay and Group Delay Distortion

These tests are much easier to measure than absolute phase shift, since they are based on a
change-in-phase over change-in-frequency calculation. We can measure the phase shifts in a
mixed-signal channel in the same way we measured them in the analog channel. The only
difference between analog channel group delay measurements and mixed-signal channel
measurements is a slight difference in the focused calibration process for this measurement. The
modified calibration process removes the group delay distortion of the AWG or digitizer. The
calibration processes for analog and mixed-signal channels will be discussed in more detail in
Chapter 10, “Focused Calibrations.”

9.4.6 Signal to Harmonic Distortion, Intermodulation Distortion

These tests are also nearly identical to the analog chanmel tests, except for the obvious
requirement to work with digital waveforms rather than voltage waveforms. sin(x)/x attenuation
is usually considered part of the measurement in distortion tests. In other words, if our third
harmonic is down by an extra 2 dB because of sin(x)/x rolloff, then we consider the extra 2dBto
be part of the performance of the channel.

In ADC channels, we have to realize that some of the distortion components may fold back
according to the rules of aliasing. We have to test these components just like any other distortion
components. The following example shows how this is done.

#
T e...eee e—e—m— — ™— — — — — _

Example 9.6

512 samples are collected from an ADC channel sampling at 8 kHz. A 3-kHz test tone (spectral
bin 193) is applied to the input of the ADC. Calculate the frequency and spectral bin numbers of
the second and third harmonics of this tone.

Solution:

The second and third harmonics would normally appear near 6 and 9 kHz. But since the Nyquist
frequency of this channel is 4 kHz, we know these tones will fold back in band due to aliasing.
Note that we may see distortion at these frequencies even if the low-pass antialiasing filter is set
to cut off everything above 4 kHz. The reason for this is that the filter itself may be the source of
the distortion, producing 6- and 9-kHz energy at its output which then gets aliased back into the
0-4 kHz band.

We could calculate alias frequencies using the traditional approach outlined in Section 9.2.5, but
let us use a slightly different approach. Instead of converting all the tones from bin numbers into
frequencies, let us work with bin numbers instead. We know our test tone is actually at a
frequency slightly different from 3 kHz because we chose a prime bin number (bin 193). The
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Nyquist frequency exists at bin 256 (one half the sample size). The second and third harmonics
would appear at bins 193 x 2 = 386 and 193 x 3 = 579, if these bins existed in a 512 point FFT
(which they do not). We use a rule similar to the one in Section 9.2.5: keep subtracting the
number of samples from the bin number until the result is less than the number of samples. If the
result is less than the Nyquist bin (number of samples divided by 2), the result is the alias bin
number. If the result is larger than the Nyquist bin, subtract the result from the number of
samples to get the alias bin number.

The second harmonic is at (nonexistent) bin 386, which is already less than 512 but greater than
the Nyquist bin. Therefore, we subtract 386 from 512 to arrive at the alias bin of the second
harmonic, bin 126. If there is any second harmonic distortion at the input to the ADC, or if the
ADC itself generates second harmonic distortion, it will appear at bin 126, which corresponds to
1968.75 Hz. (If we were working with a multitone signal, we would need to make sure we did
not have any other test tones at this frequency.)

We have to subtract 512 from the third harmonic once, to get an answer less than 512. The result
is 579 - 512 = 67, which is less than the Nyquist bin; so we are done. The third harmonic should
appear at bin 67. Bin 67 corresponds to 1046.875 Hz.

When measuring DAC harmonic distortion frequencies, we do not have to worry about
calculating alias frequencies as we did in the preceding ADC example. This is because the
distortion appears at the expected frequencies, rather than appearing at aliased frequencies.
However, we do need to check to make sure we have no overlap between distortion components
of one tone and images of other test tones caused by reconstruction.

9.4.7 Crosstalk

Crosstalk measurements in sampled systems are virtually identical to those in analog channels.
The difference is that we have to worry about the exact definition of signal levels. If we have
two identical DAC channels or two ADC channels, then we can say the crosstalk from one to the
other is defined as the ratio of the output of the inactive channel divided by the output of the
active channel. But what if the channels are dissimilar? If we have one DAC channel that has a
differential output and it generates crosstalk into an ADC channel with a single-ended input, then
what is the definition of crosstalk? Is it the single-ended level of the DAC divided by the ADC
digital output, converted into equivalent input volts? Generally, crosstalk is defined by a ratio of
voltages (converted to decibels). When working with digital samples, they are usually converted
into volts using either the ideal gain of the converter or the actual gain of the converter. For
example, the ratio of an ADC output, converted to RMS volts, relative to a DAC output in RMS
volts, would be a good guess for the definition of DAC to ADC crosstalk. But this is not a solid
rule to follow. The point is that the test engineer has to make sure the data sheet clearly spells out
the definition of crosstalk when dissimilar channels are involved.

One difference between analog channel crosstalk measurements and quantized channel
crosstalk measurements relates to ADC quantization. A very low-level crosstalk signal may not
be large enough by itself to toggle one LSB of a low-resolution ADC in a quiet state. For this
reason, an ADC with an inactive DC input can mask low-level crosstalk. An AC dithering signal
is sometimes applied to the ADC input rather than a DC signal. A low level sine wave added to
the input to an ADC allows the very small crosstalk signal to appear as part of a multitone signal
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when it otherwise might be invisible by itself. However, a dithering signal is sometimes
unnecessary. The noise in the DUT is often high enough to act as a dithering signal, overcoming
the quantization masking effect. If the output of the ADC toggles by several LSBs because of
noise, or if the crosstalk is well above 1 LSB in amplitude, then dithering is unnecessary.
However, if the ADC output is only toggling between one or two LSBs, dithering may improve
accuracy and repeatability of a crosstalk measurement.

DAC quantization, unlike ADC quantization, does not act as a hiding place for crosstalk
signals. When measuring crosstalk into a DAC output, the DAC input is set to zero or midscale,
and the crosstalk appears as a nonquantized continuous-time signal.

9.4.8 CMRR

DACs do not have differential inputs; so there is no such thing as DAC CMRR. ADC channels
with differential inputs, on the other hand, often have CMRR specifications. ADC CMRR is
tested the same way as analog channel CMRR, except that the outputs are measured in RMS
LSBs and gains are measured in bits per volt. Otherwise the calculations are identical. Like
crosstalk, ADC CMRR tests may be affected by quantization masking effects. A dithering
source can be used at the input to the ADC to uncover CMRR components below the 1 LSB
level.

9.4.9 PSR and PSRR

Unlike analog channels, DAC and ADC channels do not have both PSR and PSRR
specifications. A DAC has no analog input, and therefore no V/V gain. For this reason, it has
PSR, but no PSRR. For similar reasons, ADCs have PSRR but no PSR. Unfortunately, data
sheets usually list DAC channel PSRR, meaning PSR, but that is a minor semantic issue. Here is
the definition of the ADC supply rejection

PSRR 4 =20 logyg (&’—DC(#’-‘&} dB (9.41)
ADC
where
Veipple = RMS voltage added to power supply (typically around 50-100 mV RMS)
D,pc = ADC digital output expressed in RMS LSBs with V5, added to power supply
ADC gain= gain of ADC from normal input to output, in bits per volt

The definition of DAC PSR is even simpler, and is given by

VOllt

PSRpc =20 logyo| 77 dB (9.42)
ripple

ADC PSRR is typically measured with the input grounded or otherwise set to a midscale DC

level. However, like crosstalk, the ripple from a power supply may not be large enough to

appear at the output of a low-resolution ADC with an inactive DC input. A dithering signal can

be added to the input of the ADC to allow an accurate measurement of PSRR. DAC PSR is
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often measured with the DAC set to a static midscale value. However, it is important to realize
that DACs may be more sensitive to supply ripple near one end of their scale, usually the most
positive setting. PSR specs apply to worst-case conditions, which means the DAC should be set
to the DC level that produces the worst results. This level can be determined by characterization,
combined with knowledge of the DAC architecture. ADCs may also suffer from worst results
near one end of the scale or the other; so they should be characterized as well.

9.4.10 Signal-to-Noise Ratio and ENOB

In sampled channels, signal-to-noise ratio (SNR) is again tested in a manner almost identical to
that in analog channels. The output of the converter is captured using a digitizer or capture
memory. The resulting waveform is analyzed using an FFT and the signal-to-noise ratio is
calculated as in an analog channel. In this case, we do not care whether we are working with
volts or LSBs, because SNR is a ratio of similar values.

Excessive noise in an ADC or DAC can make it appear to have fewer bits of resolution than it
actually has. For example, a 23-bit ADC that has only 98 dB of signal-to-noise ratio with a full-
scale sine-wave input might as well have only 16 bits of resolution. This is because a perfect 16-
bit converter has a SNR of about 98 dB. The apparent resolution of a converter based on its
signal-to-noise ratio is specified by a calculation called the equivalent number of bits, or effective
number of bits, ENOB). The ENOB is related to the SNR by the equation

SNR(dB)-1.761dB ‘ (9.43)

ENOB =
6.02 dB

9.4.11 Idle Channel Noise

Idle channel noise (ICN) in DAC channels is measured the same way as in analog channels,
except the DAC is set to midscale, positive full scale, or negative full scale, whichever produces
the worst results. Usually there is not much difference in ICN results at different settings; so the
DAC is simply set to midscale. Like analog channel ICN, DAC channel ICN is usually
measured in RMS volts over a specified bandwidth. Often DAC ICN is specified with a specific
weighting filter, as discussed in Chapter 8.

ICN testing of ADCs again involves quantization effects. Unfortunately, a dithering source
in this case would introduce additional quantization noise, destroying the ICN measurement. If
we instead apply a DC level, the ADC will produce different amounts of noise depending on the
exact DC level and the ADC’s own DC offset. If the ADC input is midway between two
decision levels, we may get a fixed DC code out of the ADC and our ICN measurement will be
zero LSBs RMS. If the input is equal to one of the ADC’s decision levels, then we will get a
random dithering between two levels, resulting in an unweighted ICN measurement of 1/2 LSBs
RMS. So the exact DC offset will make the ICN measurement vary wildly. Despite this
seeming flaw in test definition, this is how ADC ICN is measured.

Correlation can be a nightmare in ADC ICN tests. Extreme care must be taken to provide the
exact DC input voltage specified in the data sheet during an ICN measurement. Otherwise the
test results will be completely wrong. Because of the extreme sensitivity of an ADC ICN
measurement to DC offset, some ADC channels include an auto-zero or squelch function to
reduce the ICN of a DC input to zero regardless of the input offset. ICN in these devices is zero
by design, as long as the auto-zero or squelch function is operational.
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Exercises

9.11. An ADC channel is sampled at 16 kHz and 256 samples are collected. A 7.68-kHz test
tone (spectral bin 123) is applied to the input of the ADC. Calculate the frequency and
spectral bin numbers of the second and third harmonics of this tone.

Ans. 0.625 kHz, bin 10; 7.0625 kHz, bin 113.

9.12. A 2’s complement formatted ADC has a nominal gain of 73.14 bits/V. With its input
shorted to a DC midsupply voltage and a 100-mV RMS sinusoidal signal added to the power
supply, the RMS digital output of the channel is found to be 11.5 LSBs. Determine the PSRR
of the ADC.

Ans. 78.5 dB.

9.13. A sampled channel has 9.3 equivalent number of bits of resolution. What is the
corresponding SNR of the channel?

Ans. 57.74 dB.

9.5 SUMMARY

DSP-based measurements of sampled channels are very similar to the equivalent tésts in analog
channels. The most striking differences relate to bit/volt gains and scaling factors, quantization
effects, aliasing, and imaging. We also have to deal with a new set of sampling constraints, since
the DUT must now be synchronized with the ATE tester’s sampling system. Coherent testing
requires that we interweave the DUT’s various sampling rates with the sampling rates of the
ATE tester instruments. Often this represents one of the biggest challenges in setting up an
efficient mixed-signal test program.

Another difference between analog channel tests and sampled channel tests is in the focused
calibration process, which we have only mentioned briefly. The next chapter, “Focused
Calibrations,” will explore this subject in more detail. Focused calibrations provide the
additional accuracy that the ATE vendor may not include with an off-the-shelf, general-purpose
ATE tester. While focused calibrations are sometimes unnecessary in measurements requiring
limited accuracy, a good command of focused calibration techniques is a must for the
professional test engineer.

Problems

9.1. A codec is operating at a 32-kHz sampling rate. An AWG has a maximum operating
frequency of 100 kHz and an allocated source memory capacity of 4096 samples. The
digitizer has a maximum operating frequency of 200 kHz and an allocated captured
memory capacity of 2048 samples. For all intents and purposes, the digital source and
capture memory is assumed unlimited. Select the appropriate test parameters so that the
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AWG and the ADC are coherent. Likewise, determine the test parameters of the DAC
and the digitizer.

A DAC and digitizer are arranged according to the values listed in the following table to
work with a test tone of approximately 6.15 kHz

DAC Digitizer
Sampling rate 24,000 Hz 44,000 Hz
Number of samples 2,000 1,024
Spectral bin 513 143

Slightly adjust the sampling rate of each system so that the two sampling systems are
coherent. Due to sampling constraints inherent to the tester, both the DAC and digitizer
sampling rates must be integer multiples of 1 Hz. Determine the new sampling rates of
the DAC and the digitizer.

An AWG and ADC are arranged according to the values listed in the following table to
work with a test tone of approximately 15 kHz

AWG ADC
Sampling rate 128,000 Hz 44,000 Hz
Number of samples 1500 1,024
Spectral bin 175 349

Slightly adjust the sampling rate of each system so that the two sampling systems are
coherent. Due to sampling constraints inherent to the tester, both the AWG and ADC
sampling rates must be integer multiples of 3 Hz. Determine the new sampling rates of
the AWG and the ADC.

For the codec test setup shown in Figure 9.13, the ADC must be tested with a sampling
rate of 16 kHz and a sine wave of approximately 4.2 kHz. The AWG has a memory of
only 1024 samples. What should the AWG sample rate be to establish coherence with
the ADC if the sample rate must be a multiple of 1 Hz? How many samples should be
collected by the waveform capture memory?

A 1-V RMS sine wave with a frequency of 55 kHz is sampled by an ADC at a sampling
rate of 24 kHz. Sketch the magnitude of the sampled spectrum that includes the six
lowest frequencies related to this test tone.

A 1-V RMS sine wave with a frequency of 63 kHz is sampled by an ADC at a sampling
rate of 24 kHz. Sketch the magnitude of the sampled spectrum that includes the six
lowest frequencies related to this test tone.

A 1-V RMS two-tone multitone signal with frequencies of 55 and 63 kHz is sampled by
an ADC at a sampling rate of 24 kHz. Sketch the RMS magnitude of the spectrum that
includes the six lowest frequencies that could alias into the same spectral bin as the test
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tones. Do these two test frequencies overlap below the Nyquist frequency? Do the test
tones overlap if the test tones are shifted to 55 and 65 kHz?

A 1-V RMS tone of 6.5 kHz is reconstructed with a DAC at a sampling rate of 16 kHz.
Determine the RMS amplitude of the in-band test tone. What gain factor should be used
to correct for the sampled-and-hold operation?

Samples from a 0.3-V RMS sine wave with a frequency of 5 kHz is reconstructed with a
DAC operating a sampling rate of 12 kHz. What is the RMS amplitude of the in-band
test tone and the RMS amplitude of the three lowest-frequency images?

Samples from a 2.5-V RMS sine wave with a frequency of 1 kHz are reconstructed with a
DAC operating a sampling rate of 32 kHz, followed by a first-order low-pass filter
having the following frequency response,

N S
f 2
(1000) +1

What is the RMS amplitude of the in-band test tone and the RMS amplitude of the
lowest-frequency image?

G(f)=

Plot the transfer characteristic of a 3-bit DAC formatted according to the following:
(a) unsigned binary format

(b) 2’s-complement format

(c) sign/magnitude format

Pay particular attention to the behavior around input code 000. Label the key points of
interest such as lower and upper limits, midscale level and the LSB.

What is the ideal gain of a 10-bit DAC with a full-scale voltage range of 1.5 V?

A 6-bit DAC has a full-scale voltage range of 2.0 to 4.0 V. The input is formatted using a
2’s-complement number representation. What is the midscale voltage level? What is the
expected output voltage level if the input digital code is 1001001? Repeat for a
sign/magnitude format.

Plot the first two positive chords of a mu-law ADC and DAC on separate graphs.
Subsequently, plot the combined ADC-DAC transfer characteristic corresponding to
these two chords.

Using MATLAB determine the intrinsic error of a quantized low-level sine wave with an
RMS amplitude of 4 LSBs. Assume the sine wave is described by parameters M=1,

N=32, A=4 V2 , and P=0. Repeat for M=8.

A set of samples derived from a 0.6-V RMS sinusoidal signal is found to have an
intrinsic gain error of -0.045 V/V. What is the actual amplitude of the test signal?

A sample set corresponding to an approximately 3-kHz sine wave at 0.5 V RMS is
desired. Assuming a perfect DAC operating at a sampling rate of 16 kHz, write a
MATLAB routine, or some other equivalent software routine, that produces a 1024-point
sample set that will generate this desired signal. What is the intrinsic gain of this
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sampling set? If the samples are held for the duration of the sampling period by the
DAC, what is the effect on the amplitude of the desired signal?

A sample set corresponding to an approximately 4-kHz sine wave at 0.5 V RMS is
desired. Assuming a perfect DAC, write a MATLAB routine, or some other equivalent
software routine, that produces a 512-point sample set that will generate a 4-kHz sine
wave at 500 mV RMS, at a DAC sampling rate of 16 kHz. What is the intrinsic gain error
of this sampling set?

An 8-bit sign/magnitude formatted DAC has a full-scale range of 1.0 to 4.0 V. A sample
set corresponding to a 12-kHz sine wave at 0.65 V RMS is desired, assuming a DAC
sampling rate of 32 kHz. An ideal analysis reveals an intrinsic gain error of —-0.045 V/V.
If the DAC output is digitized and the actual RMS output is found to be 0.71 V, what are
the gain and gain error (in dB) of the DAC at 12 kHz?

A 10-bit 2’s-complement formatted ADC has a full-scale range of 0 to 5 V. A signal level
of 1 VRMS is applied to the ADC input at a frequency of 4.2 kHz. The ADC output is
measured and the actual RMS output is found to be 203.5 LSBs. What are the gain and
gain error of the ADC at 4.2 kHz?

A 64-kHz DAC is followed by a low-pass filter with a cutoff frequency of 32 kHz. A
15-kHz test tone is passed through the DAC and filter. Calculate the frequency of the
second image of the 15-kHz test tone. A digitizer samples the filter output and sees a
signal level of 250 mV at the 15-kHz frequency and a signal level of 0.1 mV at the
second image frequency. Calculate the gain of the filter at the second image frequency
relative to the gain of the filter at 15 kHz.

A 12-kHz DAC is followed by a low-pass filter with a cutoff frequency of 6 kHz. A
15-kHz spurious signal appears at the input of the DAC. At what in-band frequency does
the spurious tone appear?

An ADC channel is sampled at 16 kHz and 1024 samples are collected. A 2.5-kHz test
tone (spectral bin 161) is applied to the input of the ADC. Calculate the frequency and
spectral bin numbers of the fifteenth and twenty-third harmonics of this tone.

A two-tone multitone signal consisting of frequencies 3 kHz (spectral bin 191) and
3.2 kHz (spectral bin 205) is applied to the input of an ADC. The ADC channel is
sampled at 8 kHz and 512 samples are collected. Calculate the frequency and spectral
bin numbers of the second- and third-order intermodulation distortion components. Is
their any frequency overlap between these distortion components and the images created
by reconstruction?

A 1-V RMS sinusoidal signal at 1 kHz is applied to the input of an ADC. The output of
the ADC is analyzed, resulting in an RMS digital output of 52.33 LSBs. Then the input
is shorted to a DC midsupply voltage and a 100-mV RMS sinusoidal signal is added to
the power supply. The output of the channel is again analyzed, resulting in an RMS
digital output of 11.25 LSBs. Determine the gain of the ADC and its corresponding
PSRR.

A digitizer sampling at 4 kHz captures 16 samples of a 0.5-kHz sinusoidal signal
corrupted by noise from a DAC channel. An FFT analysis reveals the spectral
amplitudes in the following table. Calculate the total RMS level of the noise associated
with this channel measurement. Determine the signal-to-noise ratio of the channel.
Express this result in terms of its equivalent number of bits (ENOB).
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FFT Spectral Bin RMS Voltage

0 2300 uv
1 32uv
2 0.707V
3 12 pv
4 15 uv

E 31 v
6 12 pv
7 11 uv
8 40V
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CHAPTER

Focused Calibrations

10.1 OVERVIEW

10.1.1 Traceability to National Standards

Before discussing focused calibrations, we should review the purpose and process of instrument
calibration in general. Calibration is the process of transferring accuracy standards from one
source or measurement instrument to another. In many countries, a central standards agency has
been established so that all measurements can be referenced through calibration processes to a
common set of standards. In the United States, that agency is the National Institute of Standards
and Technology (NIST), formerly the National Bureau of Standards (NBS). From the NIST, the
accuracy standards are transferred through a number of calibration processes to achieve a high
accuracy ATE test measurement. Figure 10.1 shows a typical chain of standards transferal from
the NIST standards to an ATE measurement, including a final focused calibration stage.

NIST Liscensed ATE Focused DUT
standards —{ calibration | system e I?br tiens | measurements
lab lab calibrations alibratio

Figure 10.1. Transferal of accuracy standards from the NIST to ATE measurements.

In the United States, the NIST is in charge of maintaining standards defining the volt, ampere,
second, meter, inch, pound, etc. It is also chartered with the task of licensing calibration
laboratories, which in turn maintain “copies” of the calibration standards to be used to maintain
the accuracy of bench instruments such as ATE calibration reference sources or high-accuracy
voltmeters. ATE calibration reference sources are used by the tester as the “golden” standard for
the volt, ohm, ampere, second, etc. These highly accurate instruments are removed from the
tester on a periodic basis (typically once every six months) and sent to one of the NIST-licensed
laboratories for recalibration. Once it has been recalibrated, a calibration reference source can be
reinstalled into the ATE tester. Using the freshly calibrated reference source, the tester can
perform daily or weekly system calibrations to maintain accuracy on a day-to-day basis.

There are three ways to calibrate a measurement instrument. The first calibration technique is
to remove errors through adjustment of physical controls such as potentiometers and variable
capacitors. This process, called hardware calibration, is one of the techniques used by the
NIST-licensed laboratories to bring measurement instruments and calibration reference sources
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into compliance with accuracy specifications. Hardware calibrations are not commonly used in
ATE testers since this process cannot be automated easily.

A second calibration technique allows hardware errors to be corrected using digitally
controlled adjustment circuits such as programmable gain amplifiers and timing verniers. This
second technique is basically a software-controlled version of hardware calibrations. Since the
programmable circuits allow an automated calibration process, this technique is commonly used
in ATE testers to adjust electrical parameters such as gain and propagation delay. Using this
process, the tester measures its own error and then eliminates the error using the digitally
controlled adjustment circuit.

are and simply compensate for them using software algorithms. The second and third techniques

are known collectively as software calibrations, since either process can be implemented with
automatic software algorithms without the need for a calibration technician to twist knobs.

Full ATE system calibrations can be initiated manually if needed, but they are also executed
automatically by the tester’s operating system. System calibrations occur at periodic intervals,
such as once per week, or when a specific event occurs. One such event is the loading of a test
program, which may initiate a series of system calibrations on the appropriate tester instruments.
Another event that can initiate a system calibration is a temperature change that exceeds a certain
number of degrees. Since accuracy drift is most commonly caused by a change in temperature,
temperature-based recalibration is an important feature. If the tester’s instrumentation
experiences a temperature shift, production testing must automatically stop until the instruments
have been recalibrated using the high-accuracy calibration reference sources. The lével of
automation in system recalibration is dependent upon the tester model, but most modern testers
can calibrate themselves automatically. Less advanced testers may require a calibration process
using calibration-specific hardware called load boards. Load boards must be physically attached
to the tester during the calibration process.

Although the periodic ATE system calibrations improve the accuracy of the ATE tester to
meet its guaranteed specifications, the test engineer may need extra accuracy above and beyond
the normal specifications of the ATE instruments. The extra accuracy is achieved using focused
calibrations. Therefore, many measurements are calibrated in a two-step process. The first step
involves the standard system calibrations, which occur automatically. The second step involves
the test engineer’s own focused calibrations, which must be explicitly written into the test
program. Since the system calibration processes and the focused calibration processes are
implemented using software corrections rather than manually adjusted knobs, the term “software
calibration” is commonly used to describe both the system and focused calibration processes.

10.1.2 Why Are Focused Calibrations Needed?

Focused calibrations, or focused cals as they are often called, are measurements made by a test
program on its initial execution, after automatic system calibrations are complete but before
DUT testing begins. There are at least three reasons a test engineer may choose to perform
focused calibrations. The first use of focused calibrations is to transfer accuracy standards from
one ATE instrument (such as a high-accuracy voltmeter) to another, less accurate instrument.
Focused calibrations can also be used to transfer ATE accuracy standards to an uncalibrated
circuit, such as a DIB buffer amplifier or an on-chip measurement circuit.  Finally, focused
calibrations can be used to store values that must be measured at least once, but do not need to be
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measured for each DUT. By measuring these values only once, and then reusing the measured
value during subsequent test executions, we can substantially reduce test time. An example
would be a one-time measurement of the actual signal level of a sine wave to be applied at the
input to an op amp gain circuit. All three types of focused calibration are commonly used in
mixed-signal test programs. In this chapter, we will look at examples of each of these focused
calibration techniques.

It is easy to understand why we need to transfer accuracy standards to DIB circuits and why
we need to reduce test time by measuring unchanging values only once. But why should we
have to write extra calibration routines to improve the accuracy of the standard tester
instruments? ATE testers can cost two million dollars or more, depending on their configuration.
For a two million dollar price tag we would naturally expect a premium level of accuracy
without any extra effort on our part. The answer to this question relates to calibration time.

ATE vendors could certainly calibrate the tester in every possible measurement setup.
Unfortunately, we would be unhappy with the time it would take to calibrate a general-purpose
mixed-signal tester for all possible conditions. The problem is that a general purpose mixed-
signal tester can be configured to perform any of a seemingly infinite number of measurements.
Each measurement setup has its own peculiarities, leading to a unique set of measurement errors.
For example, ATE instruments such as digitizers and AWGs may have a slightly different offset,
gain, and phase shift characteristic for each and every gain setting, input mode setting, sampling
rate, filter setting, test tone frequency, etc. If the tester’s operating system tried to calibrate
these instruments for absolutely any possible hardware configuration and any possible signal
type, the calibration time would be unreasonably long. The tester might waste hours calibrating
itself for millions of measurement setups that would never even get used by a particular test

program.

Instead, the tester’s operating system performs a subset of the possible calibrations to achieve
a fairly high level of accuracy across all the possible setups. The resulting “unfocused” system
calibration process results in an acceptable tradeoff between accuracy and calibration time. For
example, a digitizer’s gain error might be measured at an 8-kHz sampling rate with a 1-kHz test
tone. That gain error is then automatically removed from any subsequent measurements, even if
the sampling rate and test tone is different, say, a 13-kHz sampling rate with a 2-kHz test tone.
The differences in the digitizer’s performance at a 13-kHz sampling rate and a 2-kHz test tone
will introduce small gain errors in the final measurement. Advanced testers may utilize a
calibration processes that measures errors at several test conditions, applying an interpolation
process to estimate errors at intermediate conditions. Even with this advanced calibration
technique, though, small errors may still remain.

When accuracy requirements are not particularly demanding, the standard system calibration
process may suffice without additional focused calibrations. When test limits are tight relative to
the device characteristics, however, the standard system calibrations may leave an unacceptable
amount of residual error in the measurements. We have to “focus” on the exact measurement
conditions that have to be calibrated with a high level of accuracy; thus the term “focused
calibrations.” Most of the residual errors remaining after a standard system calibration can be
removed through the focused calibration process, which narrows the billions of possible
measurement setups down to a short list of test conditions. The short list consists of only those
measurement setups used in a particular test program, such as the 13 kHz/2 kHz example. Since
only the test engineer knows what that list should be, the test engineer has to write the focused
calibration routines for a particular test program.
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10.1.3 Types of Focused Calibrations

In Section 4.2, we took a brief look at focused calibrations, mainly to introduce the concept that
the tester’s results are not always accurate enough to meet our needs in mixed-signal testing. In
this chapter, we will take a much more detailed look at calibration processes and common
techniques for performing focused calibrations. Included in this discussion are focused
calibration approaches for DC measurements, AC amplitude measurements, phase
measurements, distortion measurements, and noise measurements. This is by no means a
complete list of all types of focused calibrations, but the techniques discussed will form a good
base of knowledge from which the test engineer can draw. Many focused calibration techniques
must be developed as needed for a particular situation. Development of new focused calibration
techniques is an important skill that mixed-signal test engineers should master.

10.1.4 Mechanics of Focused Calibration

Analog measurements are never perfectly accurate. Some measurement errors are tolerable, but
others are not. It is up to the test engineer to understand which errors are unimportant and which
errors must be reduced. The purpose of focused calibrations is to reduce the errors inherent in
the source and measurement signal paths for each test. A source signal path includes all the
mathematical computations, tester instruments, and electrical circuits between the idealized
mathematical signal representation in the ATE computer and the input node under test. As we
will see in Chapter 14, “Design for Test,” the input node under test may actually be an internal
node of the DUT, accessed through special on-chip test circuits. In this case, the on-chip circuits
are part of the measurement path and must be calibrated on a DUT-by-DUT basis as if they were
part of the tester. A measurement signal path includes all the circuits, computations, and
instruments between the signal under test and the final measurement result. Again, this path may
include DUT circuits such as buffer amplifiers and test access signal paths. Figure 10.2 shows a
typical source path and a typical measurement path for an AC gain test.

Each combination of instrument configuration and interconnection path represents a unique
signal path. Each unique signal path must be calibrated separately. For example, a digitizer set
to an input range of *1 V represents a different signal path than a digitizer set to a range of
#2 V. This is because the digitizer’s input range adjustment circuit is implemented as a
programmable gain amplifier (PGA). A PGA has entirely different electrical characteristics
(offset, gain, frequency response, etc.) at each gain setting. Therefore, we should not use a
calibration process from the 1-V range setting to correct errors introduced by the 2-V setting.

DUT
© T Subcircuit
'- ----------------------------- i‘-—--‘-----"l under pommmme oo -——— 'a' ------------------------------- ]
: : P test : :
! DIB circuits | Input | i | Output | | DiB circuits -
1| AWG (attenuators, —:~> signal -{-»D:’ signal - (attenuators, Digitizer E
' filters, etc.) |! | path |: ' path | filters, etc.) 1
E. _____________________________ ‘:::Z::Z::If: """" :'I:::I::Z:Z:_---__-__--_-------------_-----.:
Source signal path Measurement signal path

Figure 10.2. Source and measurement signal paths for AC gain test.
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Circuit 1 Circuit 2 Circuit 3
—»| phaseshift | | phaseshift [ | phaseshift |
= Pl = P2 = P3
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(c)
Figure 10.3. (a) Cascaded signal path gain and offset characteristics, (b) cascaded phase-shift
characteristics, (c) cascaded delay characteristics.

The focused calibration process varies with the type of measurement (gain, offset, timing,
etc.). However, the basic concept of calibration is the same in all cases. The object of
calibration is to measure the nonideal characteristics of the source path or measurement path, and
then extract these characteristics from the measured result using a software adjustment. For
example, if a voltmeter has a DC offset of +2 mV when set to a 2-V range, then we know that we
must subtract 2 mV from any DC measurement we make with this voltmeter when it is set to the
2-V range. Similarly, if a DIB voltage follower has a gain of 1.01 V/V at 1 kHz, then we know
that at a frequency of 1 kHz we must divide the RMS voltage level measured at its output by
1.01 to calculate the actual RMS voltage present at its input.

When measuring DC offsets of a cascaded signal path, we can generally assume that
composite path produces an offset that is the sum of the characteristics of each circuit element in
the signal path. However, since the offset from each stage is amplified by the gain of the
following stage, the total offset is more than a simple summation of all offsets in the path [e.g.,
Figure 10.3(a)]. Gains are easier to cascade, since they are multiplicative in nature. The gain
through a cascaded signal path is equal to the product of the gains of each element in the path.
Since gains often vary with frequency, a separate measurement must be made at each frequency
of interest. Phase shifts, unlike DC offsets and gains, are additive. The phase shift through a
signal path at a particular frequency is equal to the sum of the phase shifts through each of the
individual elements in the signal path [e.g., Figure 10.3(b)]. Likewise, timing parameters such as
delay time are additive in cascaded circuits [e.g., Figure 10.3(c)]. Characteristics such as
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distortion and noise are difficult to extract from a signal path, since they are neither additive nor
multiplicative.

Having said all this, it is important to note that these simple cascading rules may not be valid
in all cases. For example, the output stage of Circuit 1 in Figure 10.3(b) will be loaded down by
the input impedance of Circuit 2. If the loading is severe enough, the phase shift through Circuit
1 may be affected by the circuit-to-circuit interactions. Likewise, the output slew rate of Circuit
1 in Figure 10.3(c) may affect the propagation delay through Circuit 2. Furthermore, the output
slew rate of Circuit 1 may be altered by the input capacitance of Circuit 2. The test engineer
should be prepared to verify the basic cascading rules for a given signal path before performing a
cascaded focused calibration.

We have a choice of generating a composite calibration factor for an entire signal path or
generating a series of cascaded calibration factors for the individual blocks of the signal path.
When working with a cascaded calibration, we can measure the characteristics of each block in
the signal path, maintaining individual calibration factors for each block. The advantage of
measuring each block individually and then cascading the calibration factors is that we can
arrange the blocks in many combinations without needing a separate calibration factor for each
configuration. In fact, this is the way a tester’s system calibrations are often performed, since
the tester’s calibration software cannot predict how the tester will be configured for a particular
test. By cascading the appropriate calibration factors for a particular test setup, the tester can
handle many permutations of hardware configuration with a limited number of calibration
factors.

Alternatively, we can choose to work with a single calibration for each unique signal path.
For example, we can calibrate the combination of a DC voltmeter and a DUT voltage follower as
if the voltage follower were part of the voltmeter’s front end. The advantage of measuring the
whole signal path as a single instrument during focused calibrations is that it simplifies the
calibration process. Instead of keeping track of several calibration factors that must be combined
to calculate the total gain and offset errors of the cascaded signal path, we can keep a single gain
and offset calibration factor for the composite path. Composite calibration factors are also
superior in that they do not make assumptions about the interactions between circuit blocks. For
example, two circuits may have a gain of 2 and 3 V/V when measured separately. But when
cascaded, they may have a gain of 5.999 V/V, which is almost equal to the ideal 6 V/V. The
reason for this type of nonideal cascaded behavior is often related to interactions between the
output of one circuit and the input to the next, as previously discussed. If we calibrate the
cascaded circuit as a single element, though, we will get the correct gain of 5.999 V/V. When
cascaded calibration factors and composite calibration factors produce equally accurate results,
the choice of calibration technique is a matter of personal taste. The test engineer should be
ready to encounter either type of calibration approach when reading test code from other
engineers.

So far, we have discussed calibration as a method to eliminate measurement or source errors.
Sometimes measurement path errors are irrelevant, since they cancel each other out in the final
calculation. For example, an AC gain measurement of an analog channel does not actually
require accurate voltage measurements. Even though the gain of an analog circuit is defined as
output voltage divided by input voltage, the absolute voltages are irrelevant. We simply need to
measure the output signal amplitude and the input signal amplitude with the same instrument,
dividing the measured output level by the measured input level. The input and output levels
could be expressed in volts or digitizer LSBs. Whatever gain or scaling errors are inherent in the
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measurement instrument will cancel in the ratio of output over input. Since the errors cancel out
in the final gain computations, a focused calibration to achieve highly accurate absolute voltage
measurements is unnecessary. However, the resulting code can be difficult for the novice test
engineer to work with, since signals are never converted into fully accurate, familiar units such
as RMS volts.

As previously mentioned, the input signal can be measured once and then reused to save test
time. Rather than measuring the unchanging input signal each time a new DUT is tested, we can
measure the input voltage level once, during the focused calibration process, and store it as a
calibration factor. On subsequent program runs, we can measure gain by simply dividing the
measured output voltage by the calibration factor (measured input voltage). Strictly speaking,
this technique is not really a calibration process, since it does not transfer accuracy standards
from one instrument or circuit to another. Premeasurement of input signals is a test time
reduction process rather than a calibration process. Nevertheless, the stored value is still called a
calibration factor for lack of a better term. The use of calibration factors for premeasurement of
inputs is one of the simplest, most powerful ways to achieve fast, highly accurate results for
analog channel testing.

It is important to note that we have to use the same instrument with the exact same settings for
both input and output measurements if we want the error cancellation approach to work. If we
change the voltage range, sampling rate, or any other measurement setting of the measurement
instrument, we destroy the error cancellation effect. Consequently, we would have to work with
absolute volts or otherwise calibrate the gain variation from one instrument setting to the other.

10.1.5 Program Structure

The focused calibration process is an integral part of most test programs. The test program
typically performs the focused calibrations for all the tests during a first-pass program execution.
Calibration factors are stored as global program variables whose values are retained from one
program execution to the next. After the calibration factors are generated and stored, subsequent
executions of the test program retrieve the calibration factors and use them to make the necessary
DUT measurements.

Focused calibration factors should be regenerated on a periodic basis to account for potential
drift in the tester instruments and DIB circuits. Focused calibrations should also be regenerated
when test conditions change, as frequently happens during the test debugging process. The
details of recalibration vary significantly from one type of tester to another, but we can make
some general comments. For example, the test program should allow the test engineer to force a
recalibration at any time, to aid in the debugging process. If a test tone has to be modified from
1 to 2 kHz or if the digitizer’s input range has to be altered, then the test engineer has to modify
the focused calibration portion of the test program as well as the normal DUT testing portion of
the program. A forced recalibration is then required to compensate for the new digitizer errors
inherent in the modified test configuration.

Another common rule of recalibration is that we need to regenerate focused calibrations any
time the tester performs automatic calibrations of its own. For example, a tester may calibrate all
its instruments every four hours and also any time the temperature changes by more than three
degrees Celsius. After the tester performs its automated system calibrations, the test program
should regenerate the focused calibrations. For example, a digitizer’s gain error is compensated
by the tester’s operating system using the automatic system calibrations. If the test engineer



376 An Introduction to Mixed-Signal IC Test and Measurement

[ Program load ]

A

System
[ Force re-cal (manual) ]—> calibrations [*

Y

[ Force re-cal (manual) }—> cgliot; :?i?)?\s

4 hours
passed?

Continue
testing

\ 4

Figure 10.4. Example flowchart of system calibrations and focused calibrations.

refines the accuracy of the digitizer by performing a focused calibration, then the digitizer results
actually pass through two calibration processes, one general system calibration and one focused
calibration. If the characteristics of the digitizer change because of a periodic system
recalibration, then the focused calibration is no longer valid. Therefore, focused calibrations
involving a particular ATE instrument should be considered invalid after system calibrations are
performed on that instrument. Figure 10.4 shows an example flowchart for the system
calibrations, the focused calibrations, and the DUT testing portion of the test program.

10.2 DC CALIBRATIONS

10.2.1 DC Offset Calibration

The offset of an instrument or circuit can be measured by setting its input to midscale and
observing the offset from the ideal level at its output. DC offset calibrations can be performed
on DC voltage sources, DC voltmeters, AWGs, digitizers, and various types of DIB circuits such
as buffer amplifiers and filters. The definition of midscale varies, depending on the type of
circuit or instrument to be calibrated. In an op amp buffer circuit having a bipolar power supply,
for example, the definition of midscale is usually ground (0 V). In op amp circuits having a
single power supply, however, the definition of midscale is generally halfway between ground
and the power supply voltage. For example, an op amp having a single +5-V power supply
(Vpp) has a midscale voltage defined as Vpp /2 = 2.5 V. Likewise, the definition of the ideal
output is usually defined as either 0 V or Vpp /2 depending on the power supply configuration.

The DC offset of tester instruments can also be measured to generate offset calibration
factors. For example, the DC offset of a voltmeter can be measured by grounding its input, as
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detailed in Section 4.2.3. Similarly, the DC offset of a voltage source can be measured by setting
it to force 0 V and then measuring its actual output as described in Section 4.2.5. Using similar
techniques, the DC offset of AWGs and digitizers can be calibrated by measuring their offsets
and then compensating for their offset during subsequent measurements.

Example 10.1

An AWG needs to produce a single-ended 1.0-V peak sine wave with 2.5-V DC offset. The
AWG has an offset specification of 10 mV, but we need an input offset accuracy of 1 mV for
this measurement. The tester has a high accuracy DC voltmeter with a total error (gain plus
offset) of £100 wV when set to its 5.0-V range. Determine a calibration process necessary to
achieve the £1 mV DC offset accuracy from the AWG.

Solution:

There are many ways to approach this problem. The simplest approach is to take advantage of
superposition. We can assume that the AWG has the same DC offset, whether there is a sine
wave at its output or not. Using this assumption, we can set the AWG to a DC level of 2.5 V by
simply creating and loading a short waveform containing the value 2.5 in each sample:

calibrate_ AWG_offset( ) /* Run this routine only once, before testing DUT’s */

{
inti;
float waveform[32];
for(i=0;i<32;i++)
waveformli]=2.5;
configure_ AWG_to_state_XYZ( );
load_and_start_ AWG_waveform(waveform,32);
set meter input = AWG;
OffsetCal = read_meter( ) — 2.5V
* i.e. actual offset — ideal offset */
}

In this pseudocode example, the global variable OffsetCal is a calibration factor whose contents
remain unchanged between one execution of the program and the next. To produce a calibrated
waveform from the AWG, we subtract this offset from the desired signal when we calculate the
actual DUT signal we want (sine wave with a 2.5-V offset):

calculate_and_load_calibrated_waveform( )
{
inti;
float waveform[256];
for(i=0;i<256;i++)
waveformli]=(2.5V-OffsetCal) + sin(2.0*PI*i/256);
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configure_ AWG_to_state_XYZ();
load_and_start_ AWG_waveform(waveform,256);
I* ... Now measure DUT response */

}

The resulting waveform should have an offset very near 2.5 V. Of course the accuracy of this
calibration relies on the fact that we set the AWG to the exact same conditions during the
calibration measurement as we plan to use during the actual DUT test. If we need a 10-kHz
sampling rate during the DUT test, for example, then we should measure the AWG’s offset using
a 10-kHz sampling rate as well. In theory, sampling rate should not affect offset, but the theory
may or may not hold true in practice. It is usually best to assume that any change in hardware
configuration will give different performance. Other AWG settings, such as low-pass
reconstruction filter cutoff frequency, input gain (range setting), etc., must also match the DUT
test for maximum accuracy. The accuracy of this calibration also relies on the assumption that if
we ask for a 10-mV increase in DC offset, then we will get approximately 10 mV of increased
offset. Unless the AWG is out of specification (i.e., failing system calibrations), this is usually a
safe assumption.

The preceding example demonstrates how the accuracy standard of one instrument could be
transferred to another, less accurate instrument. The DC voltmeter in an ATE tester is generally
more accurate when measuring DC offsets than the AWG or digitizer. AWGs and digitizers may
generate different DC offsets at different sampling rates, filter settings, etc.. By using the DC
voltmeter to measure the actual performance of the AWG under a specific set of conditions, we
have transferred the accuracy of the meter to the AWG without having to calibrate the AWG in
every possible configuration.

10.2.2 DC Gain and Offset Calibrations

The DC gain together with the offset of a circuit or instrument is very easy to measure.
Assuming that the input-output DC behavior of a circuit is described by the first-order linear
equation

Vour =Gpc Viv +offset (10.4)

we can deduce the two unknowns Gpc and offset by applying two different input DC voltage
levels to the circuit (Vjn, Viavz) and measure the corresponding output levels (Voun, Vour)-
Subsequently, we can compute the gain and offset using the following equations

_AVour _Vourz =Youn (102)
AVpy Vive =V

and

offset =Voyri ~Gpc Vim (10.3)
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or, alternatively
offset =Vour2 —=Gpc Viva (10.4)

The nature of the input and output variables need not be expressed in volts. Rather, they can also
be expressed in terms of LSBs. For example, a DIB circuit may be an ADC whose output is in
LSBs, not volts. Hence, the gain will be expressed in units of bits per volt and the offset in terms
of bits.

The gain and offset errors of the DIB circuit or measurement instrument can then be corrected
using the inverse equation

Vyy =Lour=affet (10.5)

Gpc
In most situations, we seldom know exactly the functional behavior between the output and input
signals of any circuit or instrument. So, as explained in Section 4.2.3, our corrected level is
really only an estimate of the true level. In order to make this distinction clear, we introduce a
new variable called the calibrated signal, Ve imrarep~ Viv and write

Vour —offset

o (10.6)

VCALIBRA TED =

We shall refer to this equation as the calibration equation; it relates the measured value to the
corrected or calibrated value, The gain and offset values will then be stored as calibration factors
in global program variables for later use with this equation.

Example 10.2

An analog voltage follower is placed on the DIB to buffer a weak DUT output before passing it
to the ATE digitizer. Devise a calibration process that will correct the DC offset errors of the
digitizer and voltage follower. Apply the calibration to the measurement of a single-ended DUT
output signal with a 1.0-V RMS sine wave plus 2.5-V offset.

Solution:

The combined instrument (voltage follower plus digitizer) can be calibrated the same way as we
would calibrate the digitizer by itself. Two accurate DC voltages are applied to the voltage
follower, one voltage at a time. If necessary, these two voltages can be measured with a high-
accuracy voltmeter, rather than simply trusting the DC source to produce the programmed
voltage levels. This depends on whether the meter is more or less accurate than the DC voltage
source. Each DC signal is digitized separately and the DC gain and offset is calculated using
Egs. (10.2) and (10.3), or (10.4). As the digitizer output will consist of a series of samples rather
than just one value, they should be averaged to eliminate any variation in sample value that is
caused by noise. Subsequently, the calibrated signal is determined from Eq. (10.5).
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Note that the DUT signal is supposed to be the sum of a sine wave at 1.0 V RMS and a DC offset
near 2.5 V. Since the average value of a coherent sine wave without offset is always zero, we
can still measure the DC offset of the composite signal by computing the average of all the
samples. The sine wave component averages to zero, and we are left with only the DC offset of
the waveform. However, there is a better way to calculate DC offset of the waveform. Since the
DC + AC signal is probably part of an AC test, we will probably need to perform an FFT on the
digitized signal at some point. If we are already performing an FFT on the signal anyway, then
we can simply read the first spectral bin of the FFT, since the first spectral bin corresponds to the
DC offset of the signal. This saves the extra computation time of a separate average calculation.

TS N———————
e " —-««—————— ——————|
10.2.3 Cascading DC Offset and Gain Calibrations
A series of individually calibrated circuits or instruments can be calibrated collectively by

combining individual calibration factors. For example, a voltage buffer can be modeled such that
its input and output behavior is described by

Veur =Gpur Vin-sur +offsetpyr (10.7)
Similarly, a digitizer can also be modeled by a first-order equation given by
Vpic =Gpic Vin-pic +offsetpg (10.8)

Now, if these two stages are cascaded, Vy.pig =Vaur, then the composite behavior becomes

Voic =Gpic (Gsur Vin-sur +offsetgyr ) + offSetpig (10.9)
or
Vpic =Gcomp Vin-sur +offetconp (10.10)
where
Gcomp = Gpic Gaur (10.11)
and

o offsetcomp = Gpic offsetpur +offSetpic (10.12)
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We can therefore consider this composite circuit to have a gain of Gp;; Gpyp and an offset of
Gpig offsetgyr +offsetp;; . Subsequently, the calibration equation becomes

Vpic — offset
Vcarisratep = D_IGE—C% (10.13)
oMP

Extending this approach to include additional stages in cascade is relatively straightforward. For
instance, the composite gain of three stages in cascade with gains, G;, G, and Gs, and offsets Oy,
02, and O;, from input to output, respectively, is simply

GCOMP = G1G2G3 (1 0.14)

oﬁfsetCOMP = G2G301 +G302 + 03 (1015)

The derivation details are left as an exercise in the problem set at the end of the chapter.

E
e e e e e ———

Example 10.3

A signal path consists of two cascaded DIB circuits and a medium-accuracy ATE voltmeter as
shown in Figure 10.5. The DIB circuits have a DC gain of G| = 1.002 and G, = 2.102 and an
offset of O = 10 mV and 0, =20 mV, respectively. The voltmeter has an offset of O3 = -1 mV
and a DC gain of G; = 0.997. (The gain of the voltmeter is measured by forcing two input
voltages from a DC source and measuring them with the voltmeter. Gain is defined as output
measurement change divided by actual input voltage change as measured by a more accurate
meter.) These offsets and gains are measured and stored as calibration factors on the first
execution of the test program. A DUT output is applied to the input to the first DIB circuit and
the voltmeter measures the output of the second DIB circuit. The voltmeter produces a reading
0f 2.523 V. What is the actual output voltage of the DUT?

DC voltmeter

DC gain = G; =
offset = O,
Circuit 1 Circuit 2 +
Vv —»| DC gain = G, » DCgain=G, Vour
offset = 0, offset = 0, -

Figure 10.5. Three-block signal path.

Solution:

We start by calculating the gain and offset of the composite signal path, using Egs. (10.14) and
(10.15)
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P

Geomp = G1G,G3 =1.002x2.102x0.997 =2.09989 V/V
offsetcopp = GyG30; + G305 + O3 =39.9 mV
Next we apply Eq. (10.10) to write the input-output DC behavior of this signal path
2.523 V =¥y %2.09989+39.9 mV
or, rewriting, we get

_(2.523V-39.9 mV)
2.09989

Thus the DUT output is equal to 1.1825 V.

Exercises

10.1. A x10 inverting amplifier is used to boost a signal before it is applied to a digitizer. A
calibration sequence determined that the amplifier has a gain of -10.9 V/V and an offset of
25 mV. In addition, the digtizier was found to have a gain of 1.13 V/V with an’ offset of
—5.4 mV. What is the composite gain and offset for this cascade combination? Write the
calibration equation for this test setup.

Vpig —22.8 mV

Ans. Geomp=—12.31V/V; offsetcomr =22.8 mV. VeALIBRATED = 1231 V/V

10.3 AC AMPLITUDE CALIBRATIONS

10.3.1 Calibrating AWGs and Digitizers

If we want to perform highly accurate AC voltage measurements using multitone DSP-based
testing techniques, we often have to make sure our digitizer and/or AWG is calibrated for
absolute voltage accuracy. Sometimes the absolute voltages are unimportant, as in the DC gain
example, but often we need to source or measure an accurate voltage at each frequency of
interest. To guarantee the highest level of AC source and measurement accuracy, we need to
transfer the accuracy standards from a more accurate tester instrument to the AWG and digitizer
using a focused calibration process. The details of this focused calibration process depends
entirely on the architecture of the ATE tester. For instance, a tester that has an accurate AC
voltmeter allows a different type of AC amplitude calibration than a tester that lacks one.
Nevertheless, there are several common techniques from which the test engineer can choose.

The first commonly used AC amplitude calibration technique is to calibrate the digitizer first,
using a DC calibration step involving a highly accurate DC voltmeter. Next, the digitizer
calibrates the AWG, followed by an antialiasing filter response calibration. Each step is
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o— DC Digitizer
voltmeter
+
Voc Vmeas bC
_ source
(@)
Vin o—l AWG e
Vaws
(c)
/\/ Anti- /\/
Vin O ® aliasing |0 o Voic
Vawe filter Viiter
(d)
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Vﬁlter

(e)

Figure 10.6. Highlighting the steps of the first calibration method: (a) transfer voltmeter accuracy to DC
voltage source, (b) DC calibrate digitizer with DC voltage source using two different voltage levels,
(c) measure AWG excitation using digitizer and determine frequency response model of AWG, (d) insert
antialiasing filter, and repeat AC response measurement to determine filter’s frequency response model, (e)
linear model of complete test setup.

summarized in Figure 10.6. This technique was common on older testers where a highly
accurate sine wave signal source or RMS voltmeter was not available. The second commonly
used technique is to calibrate the AWG using a highly accurate RMS voltmeter and then use the
AWG to calibrate the digitizer, as summarized in Figure 10.7. Another possibility is to use a
highly accurate AC signal source to calibrate the digitizer, and then calibrate the AWG with the
digitizer. This third possibility is not commonly used because ATE testers are much more likely
to have a high-accuracy RMS voltmeter than a high-accuracy sine wave generator. Let us look
at the first two techniques in detail.

The first method begins by measuring the DC gain of the digitizer as shown in Figure 10.6(a)
and (b). With the digitizer’s antialiasing filter bypassed, the digitizer’s DC gain is determined
using the two accurately defined DC voltage levels (Vpc and Vpcy), according to

AV, Vi -V,
GDIG = DIG — DIG2 DIG1 (10.16)

_ bR aldd
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Next, the AC frequency response of the AWG is derived by generating a multitone signal that
contains the frequencies of interest as shown in Figure 10.6(c). Subsequently, the frequency
response behavior of the AWG is determined by comparing the digitizer’s frequency domain
data with the ideal input signal levels. Since V6 =Gpig Vawe, We can write

V 1V
G (f)=—fE=mp (10.47)

mn 1

This first technique is predicated on the assumption that the digitizer’s gain is flat across the
frequency band of interest. In other words, Gpi(f)=Gpic for f<F;. This is not a perfectly safe
assumption, but it is the best we can do on older testers that do not have high-accuracy AC
instruments. It may also have to suffice for high-frequency measurements involving frequencies
beyond the range of the tester’s high accuracy RMS voltmeter. Next, the digitizer’s antialiasing
filter is enabled [Figure 10.6(d)] and the same signal is digitized again (denoted ¥ ).

The antialiasing filter’s frequency response is then determined from

V'Iter 1 V5
Gpar () = = b
Sler Vawc  Gaws (f)Gpic Vi (1048)

Furthermore, as ¥y = G4wg (/) Gpig Vin» We can write Eq. (10.18) as

V’
G fiter (f) =—-ng2 (10.19)

Once the overall characteristics of the AWG, filter, and digitizer are known at each frequency,
that is, the input-output model given by Figure 10.6(¢), the AWG output can be adjusted to
produce signal levels closer to the desired value. These levels can either be corrected by
boosting or attenuating the requested signal level in math, or the errors can simply be recorded as
calibration factors so that their effects can be removed from the final test result. Whether the
AWG signal levels are corrected or whether their errors are simply recorded depends on how
accurate the absolute voltage of each test tone must be. Even if the signal levels are corrected,
though, they should still be measured a second time and any residual errors should be stored as
calibration factors.

g

Example 10.4

A three-tone multitone signal at 1, 2, and 3 kHz is to be generated by an AWG and applied to a
DUT input. The level of each tone should be 500 mV RMS. The DUT will amplify or attenuate
each tone and produce an analog output. The output will be sampled by a digitizer and the level
of each tone will be measured in RMS volts. Devise a calibration scheme based on DC
calibration of the digitizer with a high-accuracy voltmeter and a DC source. Also, devise a
calibration scheme for the AWG so that each tone is as close to 500 mV RMS as possible.
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Solution:

First we apply two DC voltages to the digitizer (antialiasing filter bypassed) and measure their
levels with a high-accuracy voltmeter and with the digitizer. This produces two accurately
measured input voltages, Vpc; = +1.010 V and Vo = -0.998 V, and two digitizer DC

measurements, ¥pig1 = +0.987 V and Vpj= -1.001 V. The DC gain of the digitizer is then
found to be equal to

Gpic =?¢r%=o.99o V/V
DC2 ~VDC1

Next we create a three-tone multitone from the AWG using a calculation routine such as:

for(i=0;i<512;i++)

waveform[i]= 1.414*500mV*sin(2*P1*31*/512) /* 1kHz tone*/
+ 1.414*500mV*sin(2*PI*67+*i/512) /* 2kHz tone */
+ 1.414*500mV*sin(2*PI*97*i/512); /* 3kHz tone */

We then load this waveform into the AWG, and source it to the digitizer, whose antialiasing
filter is still bypassed. We collect samples with the digitizer and measure the signal level of each
tone using an FFT. The signal levels are recorded in variables V1 = 0.498 V, ¥, = 0.480 V, and
V3 = 0472 V. The gain of the AWG at each frequency is then computed according to
Eq. (10.17)

1 7 1 0.498 V
G _ i =1.00606 V/V
awa (1 kHz) Gpig Vin  0.990 V/V 0.500 V /
1 ¥ 1 0.480 V '
G _ 2 _ =0.969696 V/V
awG (2 kHz) Gprc Vin 0990 V/V 0.500 V /

1 7 1 0472V
G = 3 -
awg (3 kHz) Gpic Vis  0.990 V/V 0.500 V

=0.953535 V/V

Next we enable the digitizer’s antialiasing filter and measure the signal levels again. These
signal levels are recorded in variables V7 = 0.497 V,¥72=0475V,and V3= 0.460 V. The gain
of the antialiasing filter at each frequency is therefore given by Eq. (10.19) according to

V! 0497V
G =LY 9980 V/V
ﬁ]ter (1 kHZ) I/] 0'498 V /
V. 0475V
G L =0.9896 V/V
siter (2 kHz) V, 0480V /
v, 0460V
G =3=2%0V 09746 V/V
ier (3 KHz) v, 0472V /

The total gain of the digitizer at each frequency is therefore calculated as
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G] = Gﬁlter (l kHZ)GDIG =0.9880 V/V
Gz = Gﬁlter (2 kHZ)GDIG = 0.9798 V/V
G3 = Gﬁlter (3 kHZ)GDIG = 09649 V/V

Now whenever we make a measurement at 1, 2, or 3 kHz using this configuration, we can divide
the uncalibrated result by the focused gain calibration factors Gy, G», and Gs to correct for the
digitizer’s gain errors. These focused calibration factors can be used when we test the DUT
output at each frequency.

Next we have to adjust the AWG signal levels so that each tone is equal to 500 mV RMS. We
do this by dividing the desired RMS level of each tone by the AWG gain at each frequency:

G_AWG_1kHz=1.00606; /* Note: These values would normally be calculated */
G_AWG_2kHz=0.969696; /* and stored during the focussed calibration process */
G_AWG_3kHz=0.953535; /* rather than being hard-coded as shown here. */
for(i=0;i<512;i++)
waveform[il= (1.414*500mV/G_AWG_1kHz)*sin(2*PI*31*i/512)
+ (1.414*500mV/G_AWG_2kHz)*sin(2*PI*67*1/512)
+ (1.414*500mV/G_AWG_3kHz)*sin(2*PI1*97*/512);

When this waveform is loaded into the AWG, we expect each signal level from the AWG to be
very close to 500 mV RMS. There will still be small errors; so it is a good idea to measure the
actual signal level at each frequency again, using the calibrated digitizer for maximum accuracy.
These actual voltage levels should be saved as calibration factors for later use, anytime the
program needs to know the exact signal levels produced by the AWG when sourcing this
multitone signal. The digitizer gain factors Gi, G2, and Gs should also be saved as calibration
factors for later use, when measuring the output of the DUT at these frequencies.

The second, more common method of AWG and digitizer calibration relies on a highly
accurate RMS voltmeter, capable of measuring sine waves from the AWG. The calibration steps
were highlighted in Figure 10.7. Using this technique, we first calibrate the gain of the AWG at
each test tone as shown in Figure 10.7(a). The gain of the AWG is defined as the ratio of the
actual sine wave output level divided by the desired level

Gawe (f)= V‘;,fm (10.20)

n

For instance, if we request a 1-kHz sine wave with a signal level of 1.0 V RMS and we get a
1-kHz sine wave with a signal level of 0.9 V RMS, then the gain of the AWG is 0.8 V/V at
1 kHz. We can correct this error by requesting a signal level of 1.0/0.8 = 1.25 V RMS the next
time we want 1.0 V RMS. The actual signal level produced by the AWG can be measured using
a highly accurate RMS voltmeter. We repeat this process for each frequency of interest to build
up a frequency response calibration table for the AWG. Once we know the gain of the AWG at
each frequency of interest, we can produce a composite multitone signal containing all the
frequencies of interest at highly accurate signal levels.
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Figure 10.7. Second calibration method: (a) measure AWG AC response using highly accurate voitmeter
and create linear gain model; (b) measure frequency response behavior of filter and digitizer combined
using AWG and create linear gain model; (c) linear model of complete test setup.

While measuring the tones from the AWG with the high-accuracy AC voltmeter, we also
measure them with the digitizer (antialiasing filter enabled) as shown in Figure 10.7(b). The
digitizer gain at each frequency can be easily calculated by dividing the digitizer result (FFT
output at each frequency of interest) by the RMS signal level as measured by the AC voltmeter

Z
Gpie(f)= ——V:’;G (10.21)
G

The only problem with this technique is that most AC voltmeters are less accurate at higher
frequencies than at audio-band frequencies. The test engineer should realize that this will limit
the accuracy of higher-frequency focused calibrations.

Example 10.5

Repeat the previous example using a high-accuracy AC voltmeter rather than a DC voltmeter as
the accuracy standard.
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Solution:

This technique is more straightforward than the previous one, and is often more accurate as well.
Instead of producing a three-tone multitone signal, we produce single tones from the AWG at
each tone of interest (1, 2, and 3 kHz). As the AWG sources each tone, we measure its output
with the digitizer and also with a high-accuracy RMS voltmeter. The voltmeter gives three
readings

VAWG (1 kHZ) =503.0 mV
VAWG (2 kHZ) =484.8 mV

These results are assumed to be accurate. Therefore the AWG’s gain is calculated using
Eq. (10.20) as follows

0.5030 V
G =200V 1006 VIV
awe (1 kHz) =700 /
0.4848 V
G =242 V 0970 V/V
awe (2 kHz) =520 /
04767V
G =221 Y _0.953 V/V
awe B KH2) =500 / )

As in the previous example, the filtered digitizer measures the signal levels V" = 0.497 V,
V’»=0475V, and V'3 = 0.460 V. The combined filter and digitizer gain can be calculated
simply by comparing its output at each frequency by the known input

0497V
G =G G = =0.9880 V/V
1 =G fier (1 kHz) Gpyi (1 kHz) 0503V /
0475V
G, =G G =————=0.9798 V/V
2 = G finer (2 kHz) Gy (2 kHz) YTYTRY /
0.460 V
G.=G G =———=0.9649 V/V
3 = G fijrer (3 kHz) Gpy (3 kHz) 04767 V /

The remaining focused calibration steps are the same as before. Notice that this calibration
process is considerably easier to follow than the previous one.

—_—

So far, we have assumed that the output of the digitizer is in volts and the output of the FFT
gives us RMS volts. This is not necessarily true in practice. Once a waveform has been captured
by a digitizer, it often requires a mathematical scaling and correction process before it produces
anything that even resembles absolute volts. A typical digitizer produces a nonscaled waveform,
which may be represented by two’s complement integers or by a floating-point waveform
normalized to 1 unit peak, where the unit is undefined. For example, if the digitizer is set to a
42-V range, and a 1-V peak input is applied, then its output may appear as a sine wave with a 0.5
unit peak amplitude. If we want to convert this unscaled output into something that
approximates absolute voltage, we have to multiply by a scaling factor (in this example, the
scaling factor would be 2).
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Depending on the tester’s operating system, the FFT of this signal may or may not produce
RMS volts in each spectral bin. More often than not, an FFT routine introduces scaling factors
of its own, usually equal to the square root of the number of samples or some similar factor. We
have to remove any such scaling factor from the FFT output by dividing the FFT result by the
scaling factor.

Notice that we can combine all the scaling factors and the focused calibration adjustments
after the FFT operation to save test time. Using this post-FFT scaling technique, we only have to
correct a few values, rather than scaling the whole time domain waveform. The post-FFT scaling
technique makes the code a little harder to follow, since we never see a correctly scaled time
domain waveform. However, the post-FFT process can save quite a bit of calculation time. The
details of scaling digitizer and FFT outputs is highly dependent on the type of digitizer; so we
will not cover these operations in any more detail. The scaling process should be part of the
training offered by the ATE vendor.

It is worth noting that the digitizer tones and AWG tones may not be identical during a given
test. For example, the simultaneous ADC and DAC crosstalk test described in Chapter 9 uses a
different frequency for the DAC channel (digitizer) than the ADC channel (AWG). When using
the AWG to calibrate the digitizer or vice versa, we often have to perform one calibration for the
AWG signal and then perform a second calibration for the digitizer signal.

10.3.2 Low-Level AWG and Digitizer Amplitude Calibrations

The RMS voltmeter calibration approach works nicely for high-amplitude ‘signals. However,
low-amplitude signals cannot be accurately calibrated in such a simple manner. Low-amplitude
sine waves and multitones are often sourced and/or measured during tests such as gain tracking,
signal to distortion, crosstalk, CMRR, and PSRR.

Our objective in calibrating a low-amplitude test tone is to measure only the test tone, not the
noise and distortion that inevitably accompany the test tone. Unfortunately, RMS voltmeters
measure the total RMS voltage at their input (up to a certain bandwidth), including distortion and
noise. Some of the noise even comes from the voltmeter itself. The distortion is not much of a
problem because it is generally many orders of magnitude lower than the test tone amplitude,
even when the test tone amplitude is small. However, the electrical noise inherent to all analog
measurements is basically independent of the signal level (quantization noise notwithstanding).
As a result, electrical noise can introduce significant RMS voltage measurement errors into low-
amplitude sine wave measurements.

When measuring the RMS voltage of a high-amplitude sine wave corrupted by small amounts
of noise, a true RMS voltmeter’s reading is dominated by the RMS signal level of the test tone.
Small amounts of noise introduce almost no amplitude error because of the way sine waves and
random noise combine into a composite RMS signal level. The total RMS of a sine wave plus a
random noise signal is given by

RMS,1yq1 = | RMSZ g + RMS? (10.22)

noise

RMS,o1 is the RMS of the composite sine wave plus noise signal that we could expect to
measure using an RMS voltmeter. RMS,,;s. is the amplitude of the noise corrupting the sine
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wave, and RMS;;eng is the RMS amplitude of the sine wave itself (the amplitude we actually want
to measure). If the RMS amplitude of the sine wave is much larger than RMS amplitude of the
noise, then the RMS,,i. component of Eq. (10.22) becomes insignificant due to the squaring
operations. In this case, the amplitude of the composite signal is very close to the amplitude of
the sine wave we wish to measure. Therefore, we can use the RMS voltmeter to make an
accurate measurement of a high-level sine wave, even if it contains a small amount of noise. If,
on the other hand, the sine wave amplitude is not large compared to the noise level, the noise
portion of the equation above introduces a significant measurement error. DSP-based testing
provides a solution to this problem.

We first generate a high-amplitude sine wave from the AWG to calibrate the gain of the
digitizer at each test frequency of interest, using the voltmeter-based calibration technique of the
previous example. After we have generated a set of gain calibration factors to correct the
digitizer’s amplitude error at each frequency of interest, we can then produce a low-level sine
wave or multitone signal from the AWG that approximates the signal we need during the DUT
test. Since we have just finished characterizing the digitizer’s amplitude error at each frequency,
we can apply the gain calibration factors to accurately measure the signal level of the lowered
AWG test tones. The digitizer/FFT combination, unlike the RMS voltmeter, can differentiate
between signal, noise, and distortion components, giving a much more accurate measurement of
the low-level test tone components generated by the AWG. Each AWG test tone amplitude can
then be adjusted to produce a highly accurate multitone signal.

If we need to calibrate the digitizer for measurements of very low-level signals, we can use
this AWG calibration technique to produce a highly accurate single tone or multitone signal.
After producing the low-level AWG signal, the digitizer can be reconfigured into a mode more
suitable for low-level signal measurements. For instance, the digitizer’s input range may be
dropped from +1.0 V to +100 pV, and a high-pass DC blocking filter may be added to its signal
path to prevent signal clipping on this lowered range. (Small DC offsets in the signal can cause
digitizer clipping on low signal ranges because the digitizer’s front end is set to a high gain.)
Digitizing the multitone signal with this new digitizer configuration and comparing the outputs
of an FFT with the known signal amplitudes, we can generate calibration factors for the digitizer
that are tailored for this new input configuration. These calibration factors can later be used to
correct measurements of low-level DUT signals measured using the digitizer in this particular
input mode.

10.3.3 Amplitude Calibrations for ADC and DAC Tests

So far, we have mainly discussed calibrations for purely analog channels. When we measure
analog channels, we can often ignore absolute voltage measurements since we are working with
ratios of output voltage divided by input voltage. Voltage errors in these cases simply cancel out
in the final result. When working with DACs and ADCs, though, we usually have to worry
about absolute voltages. The absolute voltage calibrations discussed in the previous sections are
adequate for measuring the output of DACs using a digitizer. However, signals generated by an
AWG are never exactly correct and we need to compensate for ADC input signal level errors.

s
|

We have seen how an AWG waveform can be calibrated to produce a fairly accurate signal '
level at each frequency of interest, and how the residual errors can be measured and stored as
calibration factors. But what would we do with these residual errors? The answer is that we :
fine-tune our final measurements by realizing that the input was not quite what we requested.
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Example 10.6

We wish to measure the gain of an ADC at 1, 2, and 3 kHz. We use the technique of Example
10.4 to create a fairly accurate three-tone multitone signal with approximately 500 mV RMS at
each frequency. The RMS voltage levels of each tone are measured and stored as calibration
factors. The calibration factors are:

1-kHz amplitude = 501 mV RMS
2 —kHz amplitude = 500 mV RMS
3 —kHz amplitude = 499 mV RMS

The calibrated AWG multitone is applied to the ADC and samples of the ADC output are
collected by the tester’s capture memory. An FFT is performed on the ADC resulting in the
following amplitudes, in RMS LSBs:

1-kHz output amplitude =127.52 LSBs RMS
2 —kHz output amplitude =120.32 LSBs RMS
3 - kHz output amplitude =118.88 LSBs RMS

Calculate the ADC gain at each frequency, expressed in bits per volt.

Exercises

10.2. A digitizer produces readings of 1.19 and 4.44 V when two known DC voltage levels
of 1.234 and 4.32 V are applied as input, respectively. Next, an AWG is set to produce a
two-tone multitone signal at 2 and 3 kHz, each having a 1 V RMS level. The digitizer, with
the antialiasing filter bypassed, indicates RMS readings of 0.93 V at 2 kHz and 1.21 V at
3 kHz. Subsequently, the antialiasing filter is connected in the measurement path and the
digitizer RMS output now indicates 0.925 V at 2 kHz and 1.19 V at 3 kHz. Determine the
individual gains of the digitizer, AWG, and filter at 2 and 3 kHz from the calibrated data
given.

Ans. Gpig= Gpig(2 kHz) = Gps6(3 kHz) = 1.0531 V/V; G4we(2 kHz) = 0.8831 V/V,
Gawe(3 kHz) = 1.1486 V/V; Gpne(2 kHz) = 0.9946 V/V, Gppe(3 kHz) = 0.9835 V/V.

10.3. A three-tone multitone signal at 1, 2, and 3 kHz is to be generated by an AWG and
applied to a DUT input. The level of each tone should be 300 mV RMS. At each frequency,
the AWG output is measured with a highly accurate RMS voltmeter. The measured values at
1, 2, and 3 kHz are 299, 310, and 267 mV, respectively. What RMS amplitude values should
be used to program the AWG? If the corresponding digitized output at each frequency is 311,
326, and 294 mV, respectively, what are the RMS levels of a DUT whose values read by the
digitizer at each frequency is 517, 520, and 450 mV, respectively.

Ans. AWG programmed amplitudes at 1, 2, and 3 kHz: 310, 290.3, and 337.1 mV. DUT
RMS levels at 1, 2, and 3 kHz: 497.1, 494.5, and 408.7 mV.
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Solution:

We are tempted to simply divide the ADC outputs by 500 mV to calculate the gain of the ADC
at each frequency. Fortunately, we kept a record of the small errors in the AWG amplitudes; so
we can make a more precise measurement of gain. The gain at each frequency is given by the
output/input calculations

. 127.52 LSBs )

G =222 2070 _254.53 bits/V
woc (1 kHz) S0l mV its/
120.32 LSBs
G = 22222 OPP 240.64 bits/V
apc (2 kHz) 500 mV 1 S/

118.88 LSBs i
G =2-090 08 _ 238.24 bits/V
e (3 kHz) 299 1oy its/

These answers are nearly the same as if we divided by the ideal voltage level of 500 mV RMS.
However, we never know when a tester’s AWG will produce more significant errors after
calibration, leading to correlation problems at a later time. Consequently it is always a good idea
to measure the actual input signal levels with as much accuracy as possible so that the final
measurement results can be adjusted for any residual input errors.

]

10.4 OTHER AC CALIBRATIONS

10.4.1 Phase Shifts

In the same way that signal paths modify the amplitude of multitone signals, they also modify
the phase shift of each test tone. Whereas cascaded gains are multiplicative in nature, phases are
additive. The total phase shift through multiple cascaded circuits is equal to the sum of the phase
shifts through each of the individual circuits. Therefore, phase errors from cascaded DIB circuits
and measurement instruments are fairly easy to extract.

In fact, most phase measurements are implemented by simply digitizing the input and output
signal of a circuit and then computing their frequency spectra. The input and output phase at
each frequency is derived, from which the phase shift A¢(f) at each frequency is simply
calculated as

A¢(f) = ¢output (f)—¢input (f) (10.23)

Whatever phase shifts are introduced by the measurement path are present in both the input
measurement and the output measurement. Therefore, the phase shift of the measurement path is
irrelevant. It cancels out in the final calculation, just like the gain errors in an analog gain
measurement. Like the gain measurement, the error cancellation depends on the entire
measurement path remaining in the same configuration in both the output measurement and the
input measurement. However, if the paths need to change for some reason, we can simply
measure the difference in phase shift between the two configurations, and subtract the difference
from the measured phase shift. The following example will illustrate this approach.
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Example 10.7

A DUT includes an analog channel with an attenuation of 100 V/V. Since the attenuation is so
high, we have to measure a very small signal at its output and measure a very high signal at its
input. This large change in amplitude requires us to set our digitizer to a low input range for the
DUT output measurement and a high input range for the DUT input measurement. Determine a
calibration scheme that will allow an accurate phase shift measurement of this DUT circuit at a
frequency of 1 kHz.

Solution:

The input to the DUT is set at a fairly high signal level of 1.0 V RMS, resulting in an output
signal level of about 10 mV RMS. In order to keep track of the test data, let us sketch a diagram
of the test setup. This we do in Figure 10.8(a), where we illustrate the digitization of the input
and output nodes of the DUT using two separate instances of the digitizer; each representing a
different range setting on the actual digitizer. (The dashed line is to indicate that there is really
only one physical digitizer.) Now, consider the linear equivalent model of the measurement
setup shown in Figure 10.8(b). Here the AWG, DUT and the digitizer on each range setting are
modeled with gains Guws, Gpur, Gpii and Gpjez, tespectively. In general, these gains are
complex numbers, having a magnitude and phase shift component.

1V RMS ~10 mV RMS

Vi 0—| AWG DUT -o-@_o Voict
v

bur )
Input range 10 mV

-0-< Digitizer {—0 Vprc1
Vawc |

Input range +1 V

(a)

1 VRMS ~10 mV RMS

Vi Vpici

Input range £10 mV

O—Gprc: Vbic2
Vawe

(b)

Input range +1 V

Figure 10.8. DUT phase measurement setup: (a) sampling input and output signals to DUT using a
digitizer with two separate range settings; (b} equivalent linear model representation.
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According to linear system theory, we can write
Voici = Gawe Gpur Gpict Viv (10.24)

from which we can deduce .the total phase difference from output of the first digitizer with
respect to the input is

Ppir —Pin = Aawc + Adpyr + Adpiy (10.25)

Here we distinguish between the phase of the input and output signals, ¢ and o1, obtained
from an FFT analysis and the phase shift caused by each stage of the test setup as A¢uws, Adpurs
and A¢pj;. Similarly, the phase shift difference between the output of the second digitizer and
the input is

Ppic2 — v =D awi *+ AdpiG2 (10.26)

For the phase measurement at hand, we are interested in the phase shift caused by the DUT,
Adpur. To obtain this, subtract Eq. (10.26) from (10.25), and rearrange to get

Abpur =(¢pic1 ~ #piG2) ~ (AdpiG1 ~ APpiG2) - (1027)

Through the FFT analysis of the digitizer’s two outputs, we have information about the first two
terms on the right side of Eq. (10.27). The latter two terms represent the phase shift mismatch
of the digitizer on the two range settings. To obtain this phase mismatch, an additional set of
measurements must be made that involve the digitizer alone. Consider removing the DUT from
the test setup and have the AWG generate a signal suitable for the digitizer on the 10-mV and
1-V ranges, as shown in Figure 10.9(a). For the case described, we shall select a signal level of
10 mV. Next, the 10-mV signal is digitized on the two range settings. Subsequently, the phase
mismatch can be found according to the linear representation shown in Figure 10.9(b) to be

Adpic1 — Abpic2 =9Ppics ~Ppica (10.28)

Substituting Eq. (10.28) into (10.27), we write the final result in terms of the data collected from
the spectral analysis of the digitizer outputs as

Adpur = (8161 —Ppic2) —($pics — Ppica) (10.29)

Note that only one of these measurements, @psc1, has to be measured for each DUT. The other
three values can be measured once during the focused calibration process and stored as
calibration factors. In practice, we would probably combine the three premeasured calibration
factors into a single calibration term ¢cq = (Ppic2 + #pics — ¢pia) to reduce the number of
separate calibration factors.
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Figure 10.9. Measuring phase shift difference between two ranges of a digitizer: (a) digitizing a signal with
two range settings on a digitizer; (b) equivalent linear model representation.

Exercises

10.4. The phase difference between the input to a DUT and its output was measured with a
digitizer on separate ranges to be —#7/16 radians. In addition, it was determined through a
separate measurement that the phase shift difference between the two ranges is +77/16 radians.
Both phase measurements were made in the exact same manner, that is, the same phase
reference. What is the phase shift created by the DUT at this frequency?

Ans. 0 radians.

10.5. Write the calibration equation for a DIB circuit that is described by the following
output-input equation, Vpz = tan(¥V;y ).

Ans. Veuppparep =tan™ (Vpyz)-
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10.4.2 Digitizer and AWG Synchronization

Thus far, we have treated the AWG and digitizer as if the timing of their waveform creation and
capture circuits were well controlled relative to one another and relative to the digital patterns.
In other words, if we produce a 1-kHz sine wave with the AWG and repetitively digitize it, we
might expect the phase shift of the digitized waveform to always come out the same.
Unfortunately, the AWG and digitizer may very well start sourcing and digitizing samples at a
different time each time we make a DSP-based measurement. If we do not take care to
resynchronize the AWG sample timing with the digitizer sample timing, we may find that the
phase of the digitized waveform is different every time we execute the same measurement.

During gain measurements, we do not usually worry about the relative timing of the AWG
and digitizer, but during phase measurements the phase synchronization is critically important.
Each tester has a different way of resynchronizing waveform instruments like AWGs, digitizers,
source memory, and capture memory. Some testers may not require resynchronization at all.
These details should be covered by the ATE vendor’s training class.

10.4.3 DAC and ADC Phase Shifts

As mentioned in Chapter 9, “Sampled Channel Testing,” the calibration of absolute phase shifts
is beyond the scope of this book. To measure the phase shift through an ADC or DAC, we have
to know exactly where the phase of each test tone is located relative to the digital samples sent to
or captured from the converter circuit. Since mixed-signal testers do not typically align analog
waveforms and digital signals precisely, we cannot use an output-minus-input calculation for
phase shift through ADCs and DACs.

One possible solution to this problem is to produce a square wave or similar signal from the
digital pattern generator at the frequency of interest and capture it using the digitizer. Since a
square wave has known amplitude and phase characteristics, this technique can be used to
determine the digitizer’s phase shift relative to the digital pattern generator. This only works if
the digitizer sampling times can be repeatedly synchronized to the digital pattern generator.
Once the digitizer’s phase shift at each frequency of interest is calibrated relative to the digital
pattern, it can be used to calibrate the AWG.

10.4.4 Distortion Tests

It is difficult to extract distortion components from cascaded signal paths, since distortion is
neither an additive nor a multiplicative process. However, the distortion of a tester instrument’s
DAC or ADC can be compensated to a large degree by thoroughly characterizing the
input/output transfer characteristics of the converter. By building a software table of input
voltage versus output code (in the case of ADCs) or input code versus output voltage (in the case
of DACs) we can compensate for the nonlinearities of voltmeters, digitizers, AWGs, and DC
sources. For example, if we know the transfer characteristics of a digitizer at a particular
frequency, we can multiply the collected samples by the inverse transfer curve to extract much of
the distortion caused by the digitizer. Unfortunately, distortion characteristics vary with
frequency; so there are many subtleties involved in this process.

Fortunately, much of this type of software calibration for distortion removal is already
performed by the tester’s operating system (at least in advanced mixed-signal testers). Test
engineers do not commonly involve themselves with this kind of advanced focused calibration
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process. However, ATE vendors and bench equipment manufacturers are quite familiar with
these types of software calibration techniques, since they provide tester performance that might
not otherwise be achievable.

10.4.5 Noise Tests

Noise tests, like distortion measurements, are not typically calibrated as thoroughly as AC
amplitude and phase measurements. In theory, we should measure the frequency response of a
digitizer across the full spectrum of the noise measurement, correcting each noise component in
the FFT spectrum by the digitizer gain at that frequency. In practice we find that the in-band
frequency characteristics of most digitizers are flat enough to produce a reasonably good
measurement of noise without any additional focused calibrations. This assumption is verified
by correlating the ATE tester’s noise measurement to bench equipment as part of the usual
tester-to-bench correlation effort.

Occasionally, a test engineer wants to subtract the noise generated by the measurement path
from the total noise measured. This idea is fraught with problems, since noise is a random
process and its exact time-varying nature is unknown until after the measurement is made. It is
fair to assume, though, that noise from the tester will not cancel noise from the DUT. This is
because uncorrelated random noise always adds constructively rather than destructively.
Therefore, whatever noise is measured by the tester is guaranteed to be a worst-case
measurement. The noise floor of the tester’s instruments is often the limiting factor in the
accuracy with which measurements can be made. This is a fact of life for mixed-signal test
engineers. '

10.5 ERROR CANCELLATION TECHNIQUES

10.5.1 Avoiding Absolute Calibration

At this point in the chapter, the reader is probably happy to see the words “avoiding” and
“calibration” in the same phrase. The professional test engineer is equally happy to avoid
generating hundreds of unnecessary calibration factors. We have already seen how gain
measurements and phase shift measurements can sometimes be made without relying on absolute
voltage and phase values, thus simplifying the focused calibration process. This is because the
gain errors and phase errors sometimes cancel or “wash out” in the final calculation. We try to
take advantage of error cancellation techniques whenever possible, since it leads to simplified
test techniques providing very high accuracy. Let us look at a couple of techniques that allow us
to avoid focused calibration altogether.

10.5.2 Gain and Phase Matching

Many DUT circuits, like stereo audio L and R channels and cellular telephone I and Q channels,
require a high level of performance matching between two supposedly identical circuits. Gain
matching is defined as the ratio between one channel’s gain and the gain of the other channel.
Phase matching is defined as the difference in phase shift from one channel to the other. One
approach to measuring these parameters is to use two AWGs and two digitizers to measure the
gain and phase of the two channels. If we do this, we have to calibrate the performance
mismatch bewteen the two AWGs and digitizers so their mismatch can be subtracted from the
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Figure 10.10. Three-UTP technique for AWG/digitizer alignment. Mathematical overlay shows gain and
phase differences.

final answer. A simpler solution is to use a single AWG (or source memory pattern) to apply the
same signal to both channels at once and then measure the two outputs using a single digitizer,
one channel at a time. Whatever gain errors and phase shifts are introduced by the AWG and/or
digitizer on one channel will be introduced on the other as well. In this case, calibration is
unnecessary.

Sometimes the AWG and digitizer cannot be accurately synchronized for a phase-matching
measurement, due to a limitation in the tester’s clocking architecture. This makes phase-
matching measurements very difficult. In such a case, a three-UTP approach can be used to keep
the digitizer and AWG sample timing aligned between the two phase shift measurements. A
UTP (see Chapter 6) is a unit test period. One UTP represents the time it takes to cycle through
all the samples in a DSP-based measurement waveform. If we allow the AWG and digitizer to
continue through three UTPs instread of stopping after the first UTP, then we would normally
get three identical waveforms.

Now if we switch the digitizer from one channel to the other in the middle of the second UTP,
we produce three sets of samples: one set for Channel 1, one set of Channel 2, and one set of
garbage samples that contain an abrupt change from Channel 1 to Channel 2, as shown in
Figure 10.10. The garbage samples are discarded. Because the AWG and digitizer never
stopped between the first and third UTPs, their sample timing is perfectly aligned. Therefore, we
can measure the difference in phase shift from one channel to the other very accurately by simply
subtracting the phase shift of one set of samples from the phase shift of the other set. Focused
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calibration in this case is unnecessary, since the sample timing between the AWG and digitizer
remains constant from one channel’s sample set to the other. Any phase shifts caused by the
AWG and digitizer therefore cancel out in the final calculation.

10.5.3 Differential Gain and Differential Phase

Focused calibrations can sometimes be eliminated using DIB circuits, as in the case of
differential gain and phase measurements. Video circuits often include a differential gain and
phase specification. NTSC color TV signals consist of a high frequency sine wave riding on a
low frequency intensity signal. The phase and amplitude of the high frequency signal determine
hue and saturation (color) while the lower frequency signal determines brightness.

It is important that a video channel give the same gain and phase shift at different DC offsets
so that the hue and saturation signals are not affected by the slower variations in the brightness
signal. What this means in circuit terms is that the AC amplitude and phase shift of the high
frequency sine wave have to be unaffected by varying DC offset. Differential gain is defined as
the change in AC amplitude with varying DC offset. Differential phase is defined as the change
in phase with varying DC offset.

When measuring the differential gain and phase of a video circuit, it would seem obvious that
we want to digitize a high-frequency sine wave from the circuit’s output twice, once with one
DC offset and once with another DC offset. In theory, differential gain and phase could be
calculated directly from these two captured waveforms. In practice, our digitizer may have a
nonideal differential gain and phase of its own. This means that we cannot distinguish between
gain and phase shifts caused by the digitizer and those caused by the video circuit.
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Figure 10.11. DC blocking capacitor avoids digitizer's differential gain and phase errors.
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One solution to this problem is to apply a pair of equal-amplitude sine waves to the digitizer
with DC offsets corresponding to the two outputs expected from the video circuit. The
difference in digitizer gain and phase can be noted and stored as calibration factors for use during
the video circuit output measurements. A simpler technique is to simply block the DC offset of
the video circuit output using an RC high-pass filter as shown in Figure 10.11. Using this
technique, the digitizer sees the same DC offset (zero volts) regardless of the video circuit’s DC
offset. This removes the digitizer’s differential gain and differential phase characteristics from
the measurement. We might also want to use an RC blocking circuit terminated to a DC source
in the AWG signal path. The DC source could be set to the two DC offsets rather than adjusting
the DC offset of the AWG signal. This would remove any differential gain and phase errors
inherent in the AWG.

10.6 SUMMARY

While it might be reasonable to assume that a multimillion dollar ATE tester is perfectly
accurate, it is certainly not wise to make that assumption. Sometimes the tester’s accuracy is
adequate for a given test, but often the test engineer must improve upon the basic accuracy of
the tester using focused calibrations. Focused calibrations are the key to fast, accurate ATE
measurements. They are also the source of much confusion. We have discussed some of the
common calibration techniques found in mixed-signal test programs. These techniques represent
a good starting point for the novice test engineer. Other focused calibration techniques will have
to be learned or even invented as the test engineer’s expertise develops.

Problems

10.1. A unity-gain amplifier is used to buffer a signal before it is applied to a digitizer. A
calibration sequence determined that the amplifier has a gain of 1.09 V/V and an offset of
5.6 mV. In addition, the digitizer was found to have a gain of 0.98 V/V with an offset of
-11.3 mV. What is the composite gain and offset for this cascade combination? Write
the calibration equation for this test setup.

10.2. Three stages are connected in cascade. Each stage has a gain and an offset. From first
principles, derive the composite gain and offset of this arrangement. What about when
four stages are connected in cascade? Extend the formula for N stages connected in
cascade?

10.3. A digitizer produces readings of 0.56 and 3.78 V when two known DC voltage levels of
0.54 and 3.65 V are applied as input, respectively. Next, an AWG is set to produce a
three-tone multitone signal at 2, 3, and 4 kHz. Each tone has an RMS amplitude of 0.5,
0.707, and 1.0 V, respectively. The digitizer, with the antialiasing filter bypassed,
indicates RMS readings of 0.486 V at 2 kHz, 0.721 V at 3 kHz, and 1.05 V at 4 kHz.
Subsequently, the antialiasing filter is connected in the measurement path and the
digitizer RMS output now indicates 0.471 V at 2 kHz, 0.714 V at 3 kHz, and 0.987 V at
4 kHz. Determine the individual gains of the digitizer, AWG and filter at 2, 3, and 4 kHz
from the calibrated data given.

10.4. The calibration factors associated with an AWG, digitizer, and antialiasing filter at 1 kHz
are 1.12, 1.06, and 0.998 V/V, respectively. A 2.5-V RMS sine wave at 1 kHz is to be
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generated by the AWG. What amplitude should be used to program the AWG? If the
digitized value of a DUT is 1.65 V RMS, what is the actual RMS value of the DUT
output? Assume that the antialiasing filter is connected in the signal path.

A three-tone multitone signal at 1, 2, and 3 kHz is to be generated by an AWG and
applied to an ADC. The level of each tone should be 800 mV RMS. At each frequency,
the AWG output is measured with a highly accurate RMS voltmeter. The measured
values at 1, 2, and 3 kHz are 788, 821, and 799 mV, respectively. If the corresponding
digitized output at each frequency is 41.37 LSBs RMS, 43.06 LSBs RMS, and 41.53
LSBs RMS, respectively, calculate the gain of the ADC at each frequency.

A three-tone multitone signal at 1, 2, and 3 kHz is to be source to a DAC via the source
memory. Each tone is to have an amplitude of 1 V RMS. The digitizer was calibrated
and has the following calibration scale factors: 1.13 V/V at 1 kHz, 0.998 V/V at 2 kHz,
and 0.987 V/V at 3 kHz. If the digitizer output at each frequency is 1.02 V RMS, 0.998 V
RMS, and 1.08 V RMS, what is the gain of the DAC at each frequency?

The input and output signals to a DUT was captured by a digitizer on one range setting
and an FFT was performed on each signal. At a frequency of 1 kHz, the input signal has
a phase value of 25 degrees and the output has a phase value of -45 degrees. What is the
phase shift created by the DUT?

The input and output signals to a DUT was captured by a digitizer on range setting 1 and
setting 2, respectively. Subsequently, an FFT was performed on each signal. At a
frequency of 1 kHz, the input signal has a phase value of 25 degrees and the output has a
phase value of -45 degrees. Further, the AWG sourced a 1 kHz signal directly to the
digitizer while on range setting 1, where an FFT analysis revealed a phase value of
10 degrees. Next, the range of the digitizer was change to the second setting where an
FFT analysis revealed a phase value of 6 degrees. What is the phase shift created by the
DUT at 1 kHz?

A 1V RMS, 1-kHz sinusoidal signal is passed through a DIB circuit whose input-output
behavior is described by the equation,

Vpis =tan(V;,)

A digitizer sampling at 16 kHz captures 64 samples of the output, Vp;s. Using MATLAB,
or an equivalent software package, determine the signal-to-noise ratio of the output
signal. Next, determine a calibration expression for the DIB and pass the collected
samples through the calibration equation. Perform the same signal-to-noise ratio analysis
and compare the result to that obtained previously. How does it compare if a 1-mV RMS
random noise component is added to the collected samples?
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DAC Testing

11.1 Basics oF CONVERTER TESTING

11.1.1 Intrinsic Parameters versus Transmission Parameters

In Chapter 8, “Analog Channel Testing,” and Chapter 9, “Sampled Channel Testing,” we
discussed common channel parameters such as gain, gain tracking, signal-to-noise ratio, and
signal to total harmonic distortion. These parameters are called transmission parameters, or
performance parameters, since they describe the effect of the analog or sampled channel on the
quality of transmitted signals such as voice or modulated data. In both analog and sampled
channels, transmission parameters are determined by the quality of all the channel’s subcircuits.
For example, the signal-to-noise ratio of a DAC channel might be determined by the quality of a
low-pass reconstruction filter, an output buffer amplifier, and of course the DAC itself. -

In this chapter, we will focus on the so-called intrinsic parameters of DACs, such as absolute
error, integral nonlinearity (INL) and differential nonlinearity (DNL). Intrinsic parameters are
those parameters that are intrinsic to the circuit itself. They are not dependent on the nature of
the test stimulus. For example, the difference between the actual DC voltage level measured at
a DAC’s output and the ideal voltage level is called absolute voltage error. Absolute voltage
error can be measured at each digital code, resulting in a set of intrinsic voltage error values.
Since these errors are determined purely by the quality of the DAC circuitry and not by the
nature of the transmitted signal, absolute voltage error is considered to be an intrinsic parameter.
Transmission parameters, by contrast, are dependent on the nature of the transmitted signal. For
instance, the amplitude and frequency of the sine wave used in a signal-to-distortion test will
often affect the measured result.

When testing a DAC or ADC, it is common to measure both intrinsic parameters and
transmission parameters for characterization. However, it is often unnecessary to perform the
full suite of transmission tests and intrinsic tests in production. The production testing strategy is
often determined by the end use of the DAC or ADC. For example, if a DAC is to be used as a
programmable DC voltage reference, then we probably do not care about its signal-to-distortion
ratio at 1 kHz. We care more about its worst-case absolute voltage error. On the other hand, if
that same DAC is used in a voice-band codec to reconstruct voice signals, then we have a
different set of concerns. We do not care as much about the DAC’s absolute errors as we care
about their end effect on the transmission parameters of the composite audio channel, comprising
the DAC, low-pass fiiter, output buffer amplifiers, etc.

This example highlights one of the differences between digital testing and specification-
oriented mixed-signal testing. Unlike digital circuits which can be tested based on what they are
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Figure 11.1. (a) DAC code-to-voltage transfer curve (b) ADC voltage-to-code transfer curve.

(NAND gate, flip-flop, counter, etc.), mixed-signal circuits are often tested based on what they
do in the system-level application (precision voltage reference, audio signal reconstruction
circuit, video signal generator, etc.). Therefore, a particular analog or mixed-signal subcircuit
may be copied from one design to another without change, but it may require a totally- different
suite of tests depending on its intended functionality in the system-level application.

11.1.2 Comparison of DACs and ADCs

Although this chapter is devoted to DAC testing, many of the concepts presented are closely tied
to ADC testing. For instance, the code-to-voltage transfer characteristics for a DAC are similar
to the voltage-to-code characteristics of an ADC. However, it is very important to note that a
DAC represents a one-to-one mapping function whereas an ADC represents a many-to-one
mapping. This distinction is illustrated in Figure 11.1(2) and (b). For each digital input code, a
DAC produces only one output voltage.

An ADC, by contrast, produces the same output code for many different input voltages. In
fact, because an ADC’s circuits generate random noise and because any input signal will include
a certain amount of noise, the ADC decision levels represent probable locations of transitions
from one code to the next. We will discuss the probabilistic nature of ADC decision levels and
their effect on ADC testing in Chapter 12. While DACs also generate random noise, this noise
can be removed through averaging to produce a single, unambiguous voltage level for each DAC
code. Therefore, the DAC transfer characteristic is truly a one-to-one mapping of codes to
voltages.

The difference between DAC and ADC transfer characteristics prevents us from using
complementary testing techniques on DACs and ADCs. For example, a DAC is often tested by
measuring the output voltage corresponding to each digital input code. The test engineer might
be tempted to test an ADC using the complementary approach, applying the ideal voltage levels
for each code and then comparing the actual output code against the expected code.
Unfortunately, this approach is completely inappropriate in most ADC testing cases, since it does
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not characterize the location of each ADC decision level. Furthermore, this crude testing
approach will often fail perfectly good ADCs simply because of gain and offset variations that
are within acceptable limits.

Although there are many differences in the testing of DACs and ADCs, there are enough
similarities that we have to treat the two topics as one. In Chapter 12 we will see how ADC
testing is similar to DAC testing and also how it differs. In this chapter, however, we will
concentrate mainly on DAC testing. Also, we will concentrate mostly on voltage output DACs.
Current output DACs are tested using the same techniques, using either a current mode DC
voltmeter or a calibrated current-to-voltage translation circuit on the device interface board
(DIB).

11.1.3 DAC Failure Mechanisms

The novice test engineer may be inclined to think that all N-bit DACs are created equal and are
therefore tested using the same techniques. As we will see, this is not the case. There are many
different types of DACs, including binary-weighted architectures, resistive divider architectures,
pulse-width-modulated (PWM) architectures, and pulse-density-modulated (PDM) architectures
(commonly known as sigma-delta DACs). Furthermore, there are hybrids of these architectures,
such as the multibit sigma-delta DAC and segmented resistive divider DACs. Each of these
DAC architectures has a unique set of strengths and weaknesses. Each architecture’s weaknesses
determines its likely failure mechanisms, and these in turn drive the testing methodology. As
previously noted, the requirements of the DAC’s system-level application also determme the
testing methodology.

Before we discuss testing methodologies for each type of DAC, we first need to outline the
DC and dynamic tests commonly performed on DACs. The DC tests include the usual
specifications like gain, offset, power supply sensitivity, etc. They also include converter-
specific tests such as absolute error, monotonicity, integral nonlinearity (INL), and differential
nonlinearity (DNL), which measure the overall quality of the DAC’s code-to-voltage transfer
curve. The dynamic tests are not always performed on DACs, especially those whose purpose is
to provide DC or low-frequency signals. However, dynamic tests are common in applications
such as video DACs, where fast settling times and other high-frequency characteristics are key
specifications.

11.2 Basic DC TEests

11.2.1 Code-Specific Parameters

DAC specifications sometimes call for specific voltage levels corresponding to specific digital
codes. For instance, an 8-bit two’s complement DAC may specify a voltage level of 1.360 V
+ 10 mV at digital code —128 and a voltage level of 2.635 V + 10 mV at digital code +127. (See
Section 9.3.2 for a description of converter data formats such as unsigned binary and two’s
complement.) Alternatively, DAC code errors can be specified as a percentage of the DAC’s
full-scale range rather than an absolute error. In this case, the DAC’s full-scale range must first
be measured to determine the appropriate test limits. Common code-specific parameters include
the maximum full-scale (Vgs+) voltage, minimum full-scale (Vrs) voltage, and midscale (V)
voltage. The midscale voltage typically corresponds to 0 V in bipolar DACs or a center voltage
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such as Vpp/2 in unipolar (single power supply) DACs. It is important to note that although the
minimum full-scale voltage is often designated with the Vrs notation, it is not necessarily a
negative voltage.

11.2.2 Full-Scale Range

Full-scale range (Vrsg) is defined as the voltage difference between the maximum voltage and
minimum voltage that can be produced by a DAC. This is typically measured by simply
measuring the DAC’s positive full-scale voltage, Vrs+, then measuring the DAC’s negative full-
scale voltage, Vs, and subtracting

Vese =Vrs+ —Vrs- (11.9)

11.2.3 DC Gain, Gain Error, Offset, and Offset Error

It is tempting to say that the DAC’s offset is equal to the measured midscale voltage, Vys. It is
also tempting to define the gain of a DAC as the full-scale range divided by the number of
spaces, or steps, between codes. These definitions of offset and gain are approximately correct,
and in fact they are sometimes found in data sheets specified exactly this way. They are quite
valid in a perfectly linear DAC. However, in an imperfect DAC, these definitions are inferior
because they are very sensitive to variations in the Vs, Vass, and Vps. voltage outputs while
being completely insensitive to variations in all other voltage outputs.

Figure 11.2 shows a simulated DAC transfer curve for a rather bad 4-bit DAC. Notice that
code 0 does not produce 0 V, as it should. However, the overall curve has an offset near 0 V.
Also, notice that the gain, if defined as the full-scale range divided by the number of spaces
between codes, does not match the general slope of the curve. The problem is that the Vgs«, Vs,
and Vs voltages are not in line with the general shape of the transfer curve.
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Figure 11.2. Endpoint/midpoint-referenced gain and offset for a 4-bit DAC.
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A less ambiguous definition of gain and offset can be found by computing the best-fit line for
these points and then computing the gain and offset of this line. For high-resolution DACs with
reasonable linearity, the errors between these two techniques become very small. Nevertheless,
the best-fit line approach is independent of DAC resolution; so it is the preferred technique.

A best-fit line is commonly defined as the line having the minimum squared errors between
its ideal, evenly spaced samples and the actual DAC output samples. For a sample set S(),
where i ranges from 0 to N-1 and N is the number of samples in the sample set, the best-fit line is
defined by its slope (DAC gain) and offset using a standard linear equation having the form

Best _ fit _line= gainxi+offset fori=0,1,...,N -1 (11.2)

The equations for slope and offset can be derived using various techniques. One technique
minimizes the partial derivatives with respect to slope and offset of the squared errors between
the sample set S and the best-fit line. Another technique is based on linear regression.! The
equations derived from the partial derivative technique are

. N K4—K1 Kz Kz . Kl
ain = offset = —=— gain—- 11.3
£ N K3 -k} o= sy 13)
where
N-1 N-1 N-1 N-1
Ki=2i K=3 S(i) K=Y % K4=Y iS(i)
i=0 i=0 i=0 i=0

The derivation details are left as an exercise in the problem set found at the end of this chapter.
These equations translate very easily into a computer program, such as the following MATLAB
routine:

% Store DAC output voltages in vector $ %
%
% Initialize routine
k1=0; k2=0; k3=0; k4=0;
N=length(S);
% perform best-fit analysis
for i=0:N-1,
k1 =k1+i;
k2 = k2 + S(i+1);
k3 = k3 + i*i;
k4 = k4 + i*S(i+1);
end
Gain = (N*k4 - k1*k2) / (N*k3 - k1*k1);
Offset = k2/N-Gain * (k1/N);
for i=0:N-1,
Best_fit_line(i+1) = Gain*i + Offset;
end



408 . An Introduction to Mixed-Signal IC Test and Measurement

The values in the array Best_fit_line represent samples falling on the least-squared-error line.
The program variable Gain represents the gain of the DAC, in volts per bit. This gain value is
the average gain across all DAC samples. Unlike the gain calculated from the full-scale range
divided by the number of code transitions, the slope of the best-fit line represents the true gain of
the DAC. It is based on all samples in the DAC transfer curve and therefore is not especially
sensitive to any one code’s location. Gain error, AG, expressed as a percent, is defined as

AG=(§AC—”—/4L-1]><100% (11.4)
IDEAL

Likewise, the best-fit line’s calculated offset is not dependent on a single code as it is in the
midscale code method. Instead, the best-fit line offset represents the offset of the total sample
set. The DAC’s offset is defined as the voltage at which the best-fit line crosses the y axis. The
DAC’s offset error is equal to its offset minus the ideal voltage at this point in the DAC transfer
curve. The y axis corresponds to DAC code 0.

In unsigned binary DACs, this voltage corresponds to Best_fit_line(1) in the MATLAB routine.
However, in two’s complement DACs, the value of Best fit line(l) corresponds to the DAC’s
Vrs voltage, and therefore does not correspond to DAC code 0. In an 8-bit two’s complement
DAC, for example, the 0 code point is located at i = 128. Therefore, the value of the program
variable Offset does not correspond to the DAC’s offset. This discrepancy arises simply because
we cannot use negative index values in MATLAB code arrays such as Best_fit_line(-128).
Therefore, to find the DAC’s offset, one must determine which sample in vector Best_fit_line
corresponds-to the DAC’s 0 code. The value at this array location is equal to the DAC’s offset.
The ideal voltage at the DAC 0 code can be subtracted from this value to calculate the DAC’s
offset error.

Example 11.1
A 4-bit two’s complement DAC produces the following set of voltage levels, starting from code
-8 and progressing through code +7:
-780 mV, -705 mV, -530 mV, -455 mV, -400 mV, -325 mV, -150 mV, -75 mV,
120 mV, 195 mV, 370 mV, 445 mV, 500 mV, 575 mV, 750 mV, 825 mV

These code levels are shown in Figure 11.3. The ideal DAC output at code 0 is 0 V. The ideal
gain is equal to 100 mV/bit. Calculate the DAC’s gain (volts per bit), gain error, offset, and
offset error. :

Solution:

We calculate gain and offset using the previous MATLAB routine, resulting in a gain value of
109.35 mV/bit and an offset value 0of ~797.64 mV. The gain error is found from Eq. (11.4) to be

AG=(109.35 mV
100 mV

- lelOO% =9.35%

Because this DAC uses a two’s complement encoding scheme, this offset value is the offset of
the best-fit line, not the offset of the DAC at code 8. :
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Figure 11.3. A 4-bit DAC transfer curve and best-fit line.

The DAC’s offset is found by calculating the best-fit line’s value at DAC code 0, which
corresponds to i = 8

DAC offset = gainx8 + offset
109.35 mVx8-797.64 mV
77.16 mV

DAC offset error = DAC offset — ideal offset
77.16 mV - 0V = 77.16 mV

Clearly, when the ideal offset is 0 V, the DAC offset and offset error are identical. Many DACs
have an ideal offset of Vpp/2 or some other nonzero value. These DACs are commonly used in
applications requiring a single power supply. In such a case, the offset should be nonzero, but
the offset error should always be zero.

- -

11.2.4 LSB Step Size

The least significant bit (LSB) step size is defined as the average step size of the DAC transfer
curve. It is equal to the gain of the DAC, in volts per bit. Although it is possible to measure the
approximate LSB size by simply dividing the full-scale range by the number of code transitions,
it is more accurate to measure the gain of the best-fit line to calculate the average LSB size.
Using the results from the previous example, the 4-bit DAC’s LSB step size is equal to
109.35 mV.
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11.2.5 DCPSS

DAC DC power supply sensitivity (PSS) is easily measured by applying a fixed code to the
DAC’s input and measuring the DC gain from one of its power supply pins to its output. PSS for
a DAC is therefore identical to the measurement of PSS in any other circuit, as described in
Section 3.8.1. The only difference is that a DAC may have different PSS performance
depending on the applied digital code. Usually, a DAC will exhibit the worst PSS performance
at its full-scale and/or minus full-scale settings because these settings tie the DAC output directly
to a voltage derived from the power supply. Worst-case conditions should be used once they
have been determined through characterization of the DAC.

Exercises

11.1. A 4-bit unsigned binary DAC produces the following set of voltage levels, starting from
code 0 and progressing through to code 15:

1.0091, 1.2030, 1.3363, 1.5617, 1.6925, 1.9453, 2.0871, 2.3206,
2.4522,2.6529,2.8491, 2.9965, 3.1453, 3.3357, 3.4834, 3.6218

The ideal DAC output at code 0 is 1 V and the ideal gain is equal to 200 mV/bit. The data
sheet for this DAC specifies offset and offset using a best-fit line, evaluated at code 0. Gain
is also specified using a best-fit line. Calculate the DAC’s gain (volts per bit), gain error,
offset, and offset error. '

Ans. G= 1773 mV/bit; AG =-11.3%; offset=1.026 V; offset error =26.1 mV.

11.2. Estimate the LSB step size of the DAC described in Exercise 11.1 using its measured
full-scale range (i.e. using the endpoint method). What are the gain error and offset error?

Ans. LSB=174.2 mV; AG =-12.9%; offset error=9.1 mV.

11.3 TRANSFER CURVE TESTS

11.3.1 Absolute Error

The ideal DAC transfer characteristic or transfer curve is one in which the step size between each
output voltage and the next is exactly equal to the desired LSB step size. Also, the offset error of
the transfer curve should be zero. Of course, physical DACs do not behave in an ideal manner;
so we have to define figures of merit for their actual transfer curves.

One of the simplest, least ambiguous figures of merit is the DAC’s maximum and minimum
absolute error. An absolute error curve is calculated by subtracting the ideal DAC output curve
from the actual measured DAC curve. The values on the absolute error curve can be converted
to LSBs by dividing each voltage by the ideal LSB size, ¥.¢3. The conversion from volts to
LSBs is a process called normalization.
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Mathematically, if we denote the ith value on the ideal and actual transfer curves as Sipz4(7) and
8(7), respectively, then we can write the normalized absolute error transfer curve AS(i) as

AS(i)= S (1)~ Sipeas ()

1.5
7 (11.5)

e —
e S —
Example 11.2

Assuming an ideal gain of 100 mV per LSB and an ideal offset of 0 V at code 0, calculate the
absolute error curve for the 4-bit DAC of the previous example. Express the results in terms of
LSBs.

Solution:

The ideal DAC levels are —800, —700, ..., +700 mV. Subtracting these ideal values from the
actual values, we can calculate the absolute voltage errors AS()) as:

+20 mV, -5 mV, +70 mV, +45 mV, 0 mV, -25 mV, +50 mV, +25 mV,
+120 mV, +95 mV, +170 mV, +145 mV, +100 mV, +75 mV, +150 mV, +125 mV

The maximum absolute error is +170 mV and the minimum absolute error is —25 mV. Dividing
each value by the ideal LSB size (100 mV), we get the normalized error curve shown in
Figure 11.4. This curve shows that this DAC’s maximum and minimum absolute errors are
+1.7 and —0.25 LSBs, respectively. In a simple 4-bit DAC, this would be considered very bad
performance, but this is an imaginary DAC designed for instructional purposes. In high-
resolution DACs, on the other hand, absolute errors of several LSBs are common. The larger
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Figure 11.4. Normalized DAC error curve.
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normalized absolute error in high-resolution DACs is a result of the smaller LSB size.
Therefore, absolute error testing is often replaced by gain, offset, and linearity testing in high-
resolution DACs.

11.3.2 Monotenicity

A monotonic DAC is one in which each voltage in the transfer curve is larger than the previous
voltage, assuming a rising voltage ramp for increasing codes. (If the voltage ramp is expected to
decrease with increasing code values, we simply have to make sure that each voltage is less than
the previous one.) While the 4-bit DAC in the previous examples has a terrible set of absolute
errors, it is nevertheless monotonic. Monotonicity testing requires that we take the discrete first

derivative of the transfer curve, denoted here as $’(i), according to
S'(i)=8(i+1)-S(i) (11.6)

If the derivatives are all positive for a rising ramp input or negative for a falling ramp input,
then the DAC is said to be monotonic.

Example 11.3
Verify monotonicity in the previous DAC example.
Solution:

The first derivative of the DAC transfer curve is calculated, yielding the following values

75 mV, 175 mV, 75 mV, 55 mV, 75 mV, 175 mV, 75 mV, 195 mV,
75mV, 175mV, 75 mV, 55 mV, 75 mV, 175 mV, 75 mV

Notice that there are only 15 first derivative values, even though there are 16 codes in a 4-bit
DAC. This is the nature of the discrete derivative, since there are one fewer changes in voltage
than there are voltages. Since each value in this example has the same sign (positive), the DAC
is monotonic.

11.3.3 Differential Nonlinearity

Notice that in the monotonicity example the step sizes are not uniform. In a perfect DAC, each
step would be exactly 100 mV corresponding to the ideal LSB step size. Differential
nonlinearity (DNL) is a figure of merit that describes the uniformity of the LSB step sizes
between DAC codes. DNL is also known as differential linearity error or DLE for short. The
DNL curve represents the error in each step size, expressed in fractions of an LSB. DNL is
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Exercises

11.3. Assuming an ideal gain of 200 mV/bit and an ideal offset of 1 V at code 0, calculate the
absolute error transfer curve for the 4-bit DAC of Exercise 11.1. Normalize the result to
1 LSB.

Ans. 0.0455, 0.0150, -0.3185, -0.1915, -0.5375, -0.2735, -0.5645, -0.3970,

-0.7390 -0.7355 -0.7545 -1.0175 -1.2735 -1.3215 -1.5830 -1.8910

11.4. Compute the discrete first derivative of the DAC transfer curve given in Exercise 11.1.
Is the DAC output monotonic?

Ans. 0.1939, 0.1333, 0.2254, 0.1308, 0.2528, 0.1418, 0.2335, 0.1316,
0.2007, 0.1962, 0.1474, 0.1488, 0.1904, 0.1477, 0.1384

The DAC is monotonic since there are no negative values in the discrete derivative.

computed by calculating the discrete first derivative of the DACs transfer curve, subtracting one
LSB (i.e., Visp) from the derivative result, then normalizing the result to one LSB

i+1)=S(i)-¥,
DNL(i)=3 (it )Vm(;) LB 1SBs (11.7)

As previously mentioned, we can define the average LSB size in one of three ways. We can
define it as the actual full-scale range divided by the number of code transitions (number of
codes minus 1) or we can define the LSB as the slope of the best-fit line. Alternatively, we can
define the LSB size as the ideal DAC step size.

The choice of LSB calculations depends on what type of DNL calculation we want to
perform. There are four basic types of DNL calculation method: best-fit, endpoint, absolute, and
best-straight-line. Best-fit DNL uses the best-fit line’s slope to calculate the average LSB size.
This is probably the best technique, since it accommodates gain errors in the DAC without
relying on the values of a few individual voltages. Endpoint DNL is calculated by dividing the
full-scale range by the number of transitions. This technique depends on the actual values for the
maximum full-scale (Vrs+) and minimum full-scale (Vzs_) levels. As such it is highly sensitive to
errors in these two values, and is therefore less ideal than the best-fit technique. The absolute
DNL technique uses the ideal LSB size derived from the ideal maximum and minimum full-scale
values. This technique is less commonly used, since it assumes the DAC’s gain is ideal.

The best-straight-line method is similar to the best-fit line method. The difference is that the
best-straight-line method is based on the line that gives the best answer for integral nonlinearity
(INL) rather than the line that gives the least squared errors. Integral nonlinearity will be
discussed later in this chapter. Since the best-straight-line method is designed to yield the best
possible answer, it is the most relaxed specification method of the four. It is used only in cases
where the DAC or ADC linearity performance is not critical. Thus the order of methods from
most relaxed to most demanding is best-straight line, best-fit, endpoint, and absolute.

The choice of technique is not terribly important in DNL calculations. Any of the three
techniques will result in nearly identical results, as long as the DAC does not exhibit grotesque
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gain or linearity errors. DNL values of £1/2 LSB are usually specified, with typical DAC
performance of +1/4 LSB for reasonably good DAC designs. A 1% error in the measurement of
the LSB size would result in only a 0.01 LSB error in the DNL results, which is tolerable in most
cases. The choice of technique is actually more important in the integral nonlinearity
calculation, which we will discuss in the next section.

Example 11.4

Calculate the DNL curve for the 4-bit DAC of the previous examples. Use the best-fit line to
define the average LSB size. Does this DAC pass a £1/2 LSB specification for DNL? Use the
endpoint method to calculate the average LSB size. Is this result significantly different from the
best-fit calculation?

Solution:

The first derivative of the transfer curve was calculated in the previous monotonicity example.
The first derivative values are

75mV, 175 mV, 75 mV, 55 mV, 7S mV, 175 mV, 75 mV, 195 mV,
75mV, 175 mV, 75 mV, 55 mV, 75 mV, 175 mV, 75 mV

The average LSB size, 109.35 mV, was calculated in Example 11.1 using the best-fit line
calculation. Dividing each step size by the average LSB size yields the following normalized
derivative values (in LSBs)

0.686, 1.6, 0.686, 0.503, 0.686, 1.6, 0.686, 1.783,
0.686, 1.6, 0.686, 0.503, 0.686, 1.6, 0.686

Subtracting one LSB from each of these values gives us the DNL values for each code transition
of this DAC expressed as a fraction of an LSB

-0.314, 0.6, -0.314, -0.497, -0.314, 0.6, -0.314, 0.783,
-0.314, 0.6, -0.314, -0.497, -0.314, 0.6, -0.314

Note that there is one fewer DNL value than there are DAC codes.

Figure 11.5 shows the DNL curve for this DAC. The maximum DNL value is +0.783 LSB,
while the minimum DNL value is —~0.497. The minimum value is within the —1/2 LSB test limit,
but the maximum DNL value exceeds the +1/2 LSB limit. Therefore, this DAC fails the DNL
specification of +1/2 LSB.

The average LSB size calculated using the endpoint method is given by

1 LSB =— VFs+ —Vrs.
number of codes—1
_ 825mV —(-780 mV)
16—-1
=107 mV
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Figure 11.6. DNL curve for 4-bit DAC (endpoint method).

The DNL curve calculated using the endpoint method gives the following values, which have
been normalized to an LSB size of 107 mV

-0.299, 0.636, -0.299, -0.486, -0.299, 0.636, -0.299, 0.822,
-0.299, 0.636, -0.299,-0.486, -0.299, 0.636, -0.299

The corresponding DNL curve is shown in Figure 11.6. Using the endpoint calculation, we get
slightly different results. Instead of a maximum DNL result of +0.783 LSB and a minimum
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DNL of —0.497 LSB, we get +0.822 and —0.486 LSB, respectively. This might be enough of a
difference compared to the best-fit technique to warrant concern. Unless the endpoint method is
explicitly called for in the data sheet, the best-fit method should be used since it is the least
sensitive to abnormalities in any one DAC voltage.

]

Exercises

11.5. Calculate the DNL curve for the 4-bit DAC of Exercise 11.1. Use the best-fit line to
define the average LSB size. Does this DAC pass a +1/2 LSB specification for DNL?

Ans. 0.0937, -0.2481, 0.2714, -0.2622, 0.4259, -0.2002, 0.3170, -0.2577,
0.1320, 0.1067 -0.1686, -0.1607, 0.0739, -0.1669, -0.2194; pass

11.6. Calculate the DNL curve for the 4-bit DAC of Exercise 11.1. Use the endpoint method
to calculate the average LSB size. Does this DAC pass a +1/2 LSB specification for DNL?

Anms. 0.1132 -0.2347, 0.2941 -0.2491, 0.4514 -0.1859, 0.3406 -0.2445,
0.1523,0.1264 -0.1537 -0.1457, 0.0931 -0.1520 -0.2054; pass

11.3.4 Integral Nonlinearity

The integral nonlinearity curve is a comparison between the actual DAC curve and one of three
lines: the best-fit line, the endpoint line, or the ideal DAC line. The INL curve, like the DNL
curve, is normalized to the LSB step size. As in the DNL case, the best-fit line is the preferred
reference line, since it eliminates sensitivity to individual DAC values. The INL curve can be
calculated by subtracting the reference DAC line (best-fit, endpoint, or ideal) from the actual
DAC curve, dividing the results by the average LSB step size according to

INL(i)=ﬂ:I%§L(i)- (11.8)

Note that using the ideal DAC line is equivalent to calculating the absolute error curve. Since
a separate absolute error test is often specified, the ideal line is seldom used in INL testing
Instead, the endpoint or best-fit line is generally used. As in DNL testing, we are interested in
the maximum and minimum value in the INL curve, which we compare against a test limit such
as +1/2 LSB.

S —

e ————— ettt P—— e ——————t————————————— A —————————h

Example 11.5

Calculate the INL curve for the 4-bit DAC in the previous examples. First use an endpoint
calculation, then use a best-fit calculation. Does either result pass a specification of £1/2 LSB?
Do the two methods produce a significant difference in results?
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Solution:

Using an endpoint calculation method, the INL curve for the 4-bit DAC of the previous examples
is calculated by subtracting a straight line between the ¥zs_ voltage and the Vrs. voltage from the
DAC output curve. The difference at each point in the DAC curve is divided by the average
LSB size, which in this case is calculated using an endpoint method. As in the endpoint DNL
example, the average LSB size is equal to 107 mV. The results of the INL calculations are
(again, these values are expressed in LSBs)

0.0, -0.299, 0.336, 0.037, -0.449, -0.748, -0.112, -0.411,
0.411, 0.112, 0.748, 0.449, -0.037, -0.336, 0.299, 0.0

Figure 11.7 shows this endpoint INL curve. The maximum INL value is +0.748 LSB, and the
minimum INL value is —0.748. This DAC does not pass an INL specification of +1/2 LSB.

Using a best-fit calculation method, the INL curve for the 4-bit DAC of the previous examples is
calculated by subtracting the best-fit line from the DAC output curve. Each point in the
difference curve is divided by the average LSB size, which in this case is calculated using the
best-fit line method. As in the best-fit DNL example, the average LSB size is equal to
109.35 mV. The results of the INL calculations are

0.161, -0.153, 0.448, 0.133, -0.364, -0.678, -0.077, -0.392,
0.392, 0.077, 0.678, 0.364, -0.133, -0.448, 0.153, -0.161

The maximum value is +0.678, and the minimum value is —0.678. These INL results are better
than the endpoint INL values, but still do not pass a +1/2 LSB test limit. The best-fit INL curve &
is shown in Figure 11.8 for comparison with the endpoint INL curve. The two INL curves are
somewhat similar in shape, but the individual INL values are quite different. Remember that the
DNL curves for endpoint and best-fit calculations were nearly identical. So, as previously stated,

the choice of calculation technique is much more important for INL curves than for DNL curves.
Notice also that while an endpoint INL curve always begins and ends at zero, the best-fit curve
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Figure 11.7. INL curve calculated using the endpoint linearity method.
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does not necessarily behave this way. A best-fit curve will usually give better INL results than
an endpoint INL calculation. This is especially true if the DAC curve exhibits a bowed shape in
either the upward or downward direction. The improvement in the INL measurement is another
strong argument for using a best-fit approach rather than an absolute or endpoint method, since
the best-fit approach tends to increase yield.

The INL curve is the integral of the DNL curve, thus the term “integral nonlinearity”; DNL is
a measurement of how consistent the step sizes are from one code to the next. INL is therefore a
measure of accumulated errors in the step sizes. Thus, if the DNL values are consistently larger
than zero for many codes in a row (step sizes are larger than 1 LSB), the INL curve will exhibit
an upward bias. Likewise, if the DNL is less than zero for many codes in a row (step sizes are
less than 1 LSB), the INL curve will have a downward bias. Ideally, the positive error in one
code’s DNL will be balanced by negative errors in surrounding codes and vice versa. If this is
true, then the INL curve will tend to remain near zero. If not, the INL curve may exhibit large
upward or downward bends, causing INL failures.

The INL integration can be implemented using a running sum of the elements of the DNL.
The ith element of the INL curve is equal to the sum of the first i-1 elements of the DNL curve
plus a constant of integration. When using the best-fit method, the constant of integration is
equal to the difference between the first DAC output voltage and the corresponding point on the
best-fit curve, all normalized to one LSB. When using the endpoint method, the constant of
integration is equal to zero. When using the absolute method, the constant is set to the
normalized difference between the first DAC output and the ideal output. In any running sum
calculation it is important to use high-precision mathematical operations to avoid accumulated
math error in the running sum. Mathematically, we can express this process as

INL(i) = iiDNL(k)+C (11.9)
k=0
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where

S(0)—Best _ fit _line(0)

for best-fit linearity method

Viss
C= 0 for endpoint linearity method
§(0)-$ 0
—-(——)-—%Lﬁ for absolute linearity method
Viss

and i=0 indicates the DAC level corresponding to Vgs_,

Conversely, DNL can be calculated by taking the first derivative of the INL curve
DNL(i)=INL'(i)=INL(i +1)-INL(i) (11.10)

This is usually the easiest way to calculate DNL. The first derivative technique works well in
DAC testing, but we will see in the next chapter that the DNL curve for an ADC is easier to
capture than the INL curve. In ADC testing it is more common to calculate the DNL curve first,
and then integrate it to calculate the INL curve. In either case, whether we integrate DNL to get
INL or differentiate INL to get DNL, the results are mathematically identical.

Integral nonlinearity and differential nonlinearity are sometimes referred to by the names
integral linearity error (ILE) and differential linearity error (DLE). However, the terms INL and
DNL seem to be more prevalent in data sheets and other literature. We will use the terms INL
and DNL throughout this text.

11.3.5 Partial Transfer Curves

A customer or systems engineer may specify that only a portion of a DAC or ADC transfer curve
must meet certain specifications. For example, a DAC may be designed so that its Prs_ code
corresponds to 0 V. However, due to analog circuit clipping as the DAC output signal

Exercises

11.7. Calculate the INL curve for a 4-bit unsigned binary DAC whose DNL curve is
described by the following values (in LSBs)

0.0937, -0.2481, 0.2714, -0.2622, 0.4259, -0.2002, 0.3170, -0.2577,
0.1320, 0.1067, -0.1686, -0.1607, 0.0739, -0.1669, -0.2194

The DAC output for code 0 is 1.0091 V. Assume that the best-fit line has a gain of
177.3 mV/bit and an offset of 1.026 V.

Ans. -0.0959, -0.0022, -0.2503, 0.0210, -0.2412, 0.1847, -0.0155, 0.3016,
0.0438, 0.1759, 0.2825, 0.1139, -0.0467, 0.0272, -0.1397, -0.3591
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approaches ground, the DAC may clip to a voltage of 100 mV. If the DAC is designed to
perform a specific function that never requires voltages below 100 mV, then the customer may
not care about this clipping. In such a case, the DAC codes below 100 mV are excluded from
the offset, gain, INL, DNL, etc. specifications. The test engineer may then treat these codes as if
they do not exist. This type of partial DAC and ADC testing is becoming more common as more
DACs and ADCs are designed into custom applications with very specific requirements.
General-purpose DACs are unlikely to be specified using partial curves, since the customer’s
application needs are unknown.

11.3.6 Major Carrier Testing

The techniques discussed thus far for measuring INL and DNL are based on a testing approach
called all-codes testing. In all-codes testing, all valid codes in the transfer curve are measured to
determine the INL and DNL values. Unfortunately, all-codes testing can be a very time-
consuming process.

Depending on the architecture of the DAC, it may be possible to determine the location of
each voltage in the transfer curve without measuring each one explicitly. We will refer to this as
selected-code testing. Selected-code testing can result in significant test time savings, which of
course represents substantial savings in test cost. There are several selected-code testing
techniques, the simplest of which is called the major carrier method.

Many DACs are designed using an architecture in which a series of binary-weighted resistors
or capacitors are used to convert the individual bits of the converter code into binary-weighted
currents or voltages. These currents or voltages are summed together to produce the DAC
output. For instance, a binary-weighted unsigned binary DAC’s output can be described as a sum
of binary-weighted voltage or current values, Wy, W1, ..., W, multipsied by the individual bits of
the DAC’s input code, Dy, Dy, ..., D,. The DAC’s output value is therefore equal to

DAC output = DyWy + DiW, +---+ D,W, + DC base (11.11)

where

DAC code bits D, —D,, take on the value of 1 or 0

W, =2W,
Wn = 2Wn—l

DC base is the DAC output value with a Vrg_ input code

If this idealized model of the DAC is sufficiently accurate, then we only need to measure the
values of Wy, Wy, ..., W, to predict every voltage in the DACs transfer curve. This DAC testing
method is called the major carrier technique. The major carrier approach can be used for ADCs
as well as DACs. The assumption of sufficient DAC or ADC model accuracy is only valid if the
actual superposition errors of the DAC or ADC are low. This may or may not be the case. The
superposition assumption can only be determined through characterization, comparing the all-
codes DAC output levels with the ones generated by the major carrier method.
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The most straightforward way to measure the value W, is to set DAC code bit Dy to one and
all other bits to zero. Likewise, the other major carrier values W, can be measured by setting D,
to one and all other bits to zero. However, the resulting output levels are widely different in
magnitude. This makes them difficult to measure accurately with a voltmeter, since the
voltmeter’s range must be adjusted for each measurement. A better approach that alleviates the
accuracy problem is to measure the step size of the major carrier transitions in the DAC curve,
which are all approximately 1 LSB in magnitude. A major carrier transition is defined as the
voltage (or current) transition between the DAC codes 2"-1 and 2". For example, the transition
between binary 00111111 and 01000000 is a major carrier transition. Major carrier transitions
can be measured using a voltmeter’s sample-and-difference mode, giving highly accurate
measurements of the major carrier transition step sizes.

Once the step sizes are known, we can use a series of inductive calculations to find the values
of Wy, W1, ..., W.. We start by realizing that we have actually measured the following values:

DC base = measured DAC output with minus full-scale code
Vo = Wo

h=W-W

Va=W, - (M +W,)

Vi =W;— (W + W, +W,)

Vy=W,—(Wo + Wy + W, 3+...+ W)

The value of the first major transition, Vo, is a direct measurement of the value of W, (the step
size of the least significant bit). The value of #; can be calculated by rearranging the second
equation: W, = V; + W,. Once the values of W, and W are known, the value of W2 is calculated
by rearranging the third equation: W, = V> + W + W, and so forth. Once the values of Wo— W,
are known, the complete DAC curve can be reconstructed for each possible combination of input
bits Do-Dy, using the original model of the DAC described by Eq. (11.11).

The major carrier technique can also be used on signed binary and two’s complement
converters, although the codes corresponding to the major carrier transitions must be chosen to
match the converter encoding scheme. For example, the last major transition for our two’s
complement 4-bit DAC example happens between code 1111 (decimal —1) and 0000 (decimal 0).
Aside from these minor modifications in code selection, the major carrier technique is the same
as the simple unsigned binary approach.

]

Example 11.6

Using the major carrier technique on the 4-bit DAC example, we measure a DC base of
~780 mV setting the DAC to Vs (binary 1000, or -8). Then we measure the step size between
1000 (-8) and 1001 (-7). The step size is found to be 75 mV. Next we measure the step size
between 1001 (-7) and 1010 (-6). This step size is 175 mV. The step size between 1011 (-5) and
1100 (-4) is 55 mV and the step size between 1111 (-1) and 0000 (0) is 195 mV. Determine the
values of W,, W, W3, and W3. Reconstruct the voltages on the ramp from DAC code -8 to DAC
code +7.
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Solution:

Rearranging the set of equations V, = W, — (W +W,otW,3+ "+ Wy) to solve for W,, we
obtain:

DC baseline = measured DAC output with Vgg_ code =-780 mV
Wo=Vy=75mV

W=V +W,=175mV+75 mV =250 mV

Wy, =V, + W +Wy =380 mV

Wi =V3 + Wy + W, + W, =900 mV

For a two’s complement DAC, we have to realize that the most significant bit is inverted in
polarity compared to an unsigned binary DAC. Therefore, the DAC model for our 4-bit DAC is
given by

DAC output = Dy, + DW; + D, W, + D3W; + DC base (11.12)

Using this two’s complement version of the DAC model, the 16 voltage values of the DAC curve
are reconstructed as shown in Table 11.1.

Table 11.1. DAC Transfer Curve Calculated Using the Major Carrier Technique

DAC Code Calculation Output Voltage
1000 DC Base -780 mV
1001 Wo+DC Base -705 mV
1010 W;+DC Base -530 mV
1011 W+Wy+DC Base -455 mV
1100 W,+DC Base -400 mV
1101 W+ Wy+DC Base -325mV
1110 W+ W1+DC Base -150 mV
1111 W+ Wi+Wy+DC Base -75 mV
0000 W3+DC Base 120 mV
0001 Wi+ Wy+DC Base 195 mV
0010 Ws+W+DC Base 370 mV
0011 Wi+ W +Wo+DC Base 445 mV
0100 W3+Wy+DC Base 500 mV
0101 Wi+ W+ Wo+DC Base 575 mV
0110 Ws+Wy+W+DC Base 750 mV
0111 Wi +Wrt Wi+ Wy+DC Base 825 mV
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Notice that these values are exactly equal to the all-codes results in Figure 11.4. The example
DAC was created using a binary-weighted model with perfect superposition; so it is no surprise
the major carrier technique works for this imaginary DAC. Real DACs and ADCs often have
superposition errors that make the major carrier technique unusable.

11.3.7 Other Selected-Code Techniques

Besides the major carrier method, other selected-code techniques have been developed to reduce
the test time associated with all-codes testing. The simplest of these is the segmented method.
This method only works for certain types of DAC and ADC architectures, such as the 12-bit
segmented DAC shown in Figure 11.9. Although most segmented DACs are actually
constructed using a different architecture than that in Figure 11.9, this simple architecture is
representative of how segmented DACs can be tested.

The example DAC uses a simple unsigned binary encoding scheme with twelve data bits,
D11-DO. It consists of two portions, a 6-bit coarse resolution DAC and a 6-bit fine resolution
DAC. The LSB step size of the coarse DAC is equal to the full-scale range of the fine DAC plus
one fine DAC LSB. In other words, if the combined 12-bit DAC has an LSB size of Vs, then
the fine DAC also has a step size of V1ss, while the coarse DAC has a step size of 2% Visp. The
output of these two 6-bit DACs can therefore be summed together to produce a 12-bit DAC

DAC output = coarse DAC contribution + fine DAC contribution {11.13)

Both the fine DAC and the coarse DAC are designed using a resistive divider architecture (see
Section 11.5.1), rather than a binary-weighted architecture. Since major carrier testing can only
be performed on binary-weighted architectures, an all-codes testing approach must be used to
verify the performance of each of the two 6-bit resistive divider DACs. However, we would like
to avoid testing each of the 2'2 or 4096 codes of the composite 12-bit DAC. Using
superposition, we will test each of the two 6-bit DACs using an all-codes test. This requires only
2x2%, or 128 measurements. We will then combine the results mathematically into a 4096-point
all-codes curve using a linear model of the composite DAC.

Coarse DAC
LSB size = 2°xV sz

DAC code
bits D11-D6 —"J

16-Bit DAC

12-bit
DAC output

DAC code LSB size = Visp

bits D5-D0O

6-Bit DAC

Fine DAC
LSB size = Visp

Figure 11.9. Segmented DAC conceptual block diagram.
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Let us assume that through characterization, it has been determined that this example DAC
has excellent superposition. In other words, the step sizes of each DAC are independent of the
setting of the other DAC. Also, the summation circuit has been shown to be highly linear. Ina
case such as this, we can measure the all-codes output curve of the coarse DAC while the fine
DAC is set to 0 (i.e., D5-D0 = 000000). We store these values into an array Vpac-coarse(m),
where n takes on the values 0 to 63, corresponding to data bits D11-D6. Then we can measure
the all-codes output curve for the fine DAC while the coarse DAC is set to 0 (i.e., D11-D6 =
000000). These voltages are stored in the array Vpac-rive(n), where n corresponds to data bits
D5-DO0.

Although we have only measured a total of 128 levels, superposition allows us to recreate the
full 4096-point DAC output curve by a simple summation. Each DAC output value ¥psc(i) is
equal to the contribution of the coarse DAC plus the contribution of the fine DAC

iANDllllllOOOOOO) (11.44)

VDAC (1) = VDAC—FINE (l AND 00000011111 1) + VDAC—COARSE ( o4

where i ranges from 0 to 4095.

Thus a full 4096-point DAC curve can be mathematically reconstructed from only 128
measurements by evaluating this equation at each value of i from 0 to 4095. Of course, this
technique is totally dependent on the architecture of the DAC. It would be inappropriate to use
this technique on a nonsegmented DAC or a segmented DAC with large superposition errors.

A more advanced selected-codes technique was developed at the National Institute of
Standards and Technology (NIST). This technique is useful for all types of DACs and ADCs. It
does not make any assumptions about superposition errors or converter architecture. Instead, it
uses linear algebra and data collected from production lots to create an empirical model of the
DAC or ADC. The empirical model only requires a few selected codes to recreate the entire
DAC or ADC transfer curve. Although the details of this technique are beyond the scope of this
book, the original NIST paper is listed in the references at the end of this chap’ter.2

Another similar technique uses wavelet transforms to predict the overall performance of
converters based on a limited number of measurements.> Again, this topic is beyond the scope of
this book.

Before we end this section we would like to point out that an appendix to this chapter lists
several MATLAB routines to enable the reader to automatically characterize the DAC’s transfer
curve according to the methods described in this section.

11.4 Dynamic DAC Tests

11.4.1 Conversion Time (Settling Time)

So far we have discussed only low-frequency DAC performance. The DAC DC tests and
transfer curve tests measure the DAC’s static characteristics, requiring the DAC to stabilize to a
stable voltage or current level before each output level measurement is performed. If the DAC’s
output stabilizes in a few microseconds, then we might step through each output state at a high
frequency, but we are still performing static measurements for all intents and purposes.
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A DAC’s performance is also determined by its dynamic characteristics. One of the most
common dynamic tests is settling time, commonly referred to as conversion time. Conversion
time is defined as the amount of time it takes for a DAC to stabilize to its final static level within
a specified error band after a DAC code has been applied. For instance, a DAC’s settling time
may be defined as 1 ps to +1/2 LSB. This means that the DAC output must stabilize to its final
value plus or minus a 1/2 LSB error band no more than 1 us after the DAC code has been
applied.

This test definition has one ambiguity. Which DAC codes do we choose to produce the initial
and final output levels? The answer is that the DAC must settle from any output level to any
other level within the specified time. Of course, to test every possibility, we might have to
measure millions of transitions on a typical DAC. As with any other test, we have to determine
what codes represent the worst-case transitions. Typically settling time will be measured as the
DAC transitions from minus full-scale (Vrs.) to plus full-scale (Vrs+) and vice versa, since these
two tests represent the largest voltage swing,

The 1/2 LSB example uses an error band specification that is referenced to the LSB size.
Other commonly used definitions require the DAC output to settle within a certain percentage of
the full-scale range, a percentage of the final voltage, or a fixed voltage range. So we might see
any of the following specifications:

settling time = 1 ps to + 1% of full-scale range
settling time = 1 ps to + 1% of final value
settling time = 1 us to £1 mV
The test technique for all these error-band definitions is the same; we just have to convert the

error-band limits to absolute voltage limits before calculating the settling time, The
straightforward approach to testing settling time is to digitize the DAC’s output as it transitions

‘ Error band A Error band
Final voltage . Final voltage AN :
T 50% point ___§._i T
DAC DAC
output output }' i
i — 5 le— DAC
DAC i | settling time
write strobe '

| I DAC
settling time

Figure 11.10. DAC settling time measurement (a) referenced to a digital signal; (b) referenced to the DAC
output 50% point.
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from one code to another and then use the known time period between digitizer samples to
calculate the settling time. We measure the final settled voltage, calculate the settled voltage
limits (i.e., £1/2 LSB), and then calculate the time between the digital signal transition that
initiates a DAC code change and the point at which the DAC first stays within the error band
limits, as shown in Figure 11.10(a).

In extremely high frequency DACs it is common to define the settling time not from the DAC
code change signal’s transition but from the time the DAC passes the 50% point to the time it
settles to the specified limits as shown in Figure 11.10(b). This is easier to calculate, since it
only requires us to look at the DAC output, not at the DAC output relative to the digital code.

11.4.2 Overshoot and Undershoot

Overshoot and undershoot can also be calculated from the samples collected during the DAC
settling time test. These are defined as a percentage of the voltage swing or as an absolute
voltage. Figure 11.11 shows a DAC output with 10% overshoot and 2% undershoot on a Vrs to
Vrs+ transition.

10% overshoot

N Vrs:
T 2% undershoot
100%
reference
l J 2% undershoot Ves.
X e

o

10% overshoot

Figure 11.41. DAC overshoot and undershoot measurements.

11.4.3 Rise Time and Fall Time

Rise and fall time can also be measured from the digitized waveform collected during a settling
time test. Rise and fall times are typically defined as the time between two markers, one of
which is 10% of the way between the initial value and the final value and the other of which is
90% of the way between these values as depicted in Figure 11.12. Other common marker
definitions are 20% to 80% and 30% to 70%.

11.44 DAC-to-DAC Skew

Some types of DACs are designed for use in matched groups. For example, a color palette RAM
DAC is a device that is used to produce colors on video monitors. A RAM DAC uses a random
access memory (RAM) lookup table to turn a single color value into a set of three DAC output
values, representing the red, green, and blue intensity of each pixel. These DAC outputs must
change almost simultaneously to produce a clean change from one pixel color to the next. The
degree of timing mismatch between the three DAC outputs is called DAC-t0-DAC skew. It is
measured by digitizing each DAC output and comparing the timing of the 50% point of each
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Figure 11.12. DAC rise and fall time measurements.
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Figure 11.13. DAC-to-DAC skew measurements.

output to the 50% point of the other outputs. There are three skew values (R-G, G-B, and B-R),
as illustrated in Figure 11.13. Skew is typically specified as an absolute time value, rather than a
signed value.

11.4.5 Glitch Energy (Glitch Impulse)

Glitch energy, or glitch impulse, is another specification common to high-frequency DACs. It is
defined as the total area under the voltage-time curve of the glitches in a DAC’s output as it
switches across the largest major transition (i.e., 01111111 to 10000000 in an 8-bit DAC) and
back again. As shown in Figure 11.14, the glitch area is defined as the area that falls outside the
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Figure 11.14. Glitch energy measurements.

rated error band. These glitches are caused by a combination of capacitive/inductive ringing in
the DAC output and skew between the timing of the digital bits feeding the binary-weighted
DAC circuits. The parameter is commonly expressed in picosecond-volts (ps-V) or equivalently,
picovolt-seconds (pV-s). (These are not actually units of energy, despite the term glitch energy.)
The area under the negative glitches is considered positive area, and should be added to the area
under the positive glitches. Both the rising-edge glitch energy and the falling-edge glitch energy
should be tested.

11.4.6 Clock and Data Feedthrough '

Clock and data feedthrough is another common dynamic DAC specification. It measures the
crosstalk from the various clocks and data lines in a mixed-signal circuit that couple into a DAC
output. There are many ways to define this parameter; so it is difficult to list a specific test
technique. However, clock and data feedthrough can be measured using a technique similar to
all the other tests in this section. The output of the DAC is digitized with a high-bandwidth
digitizer. Then the various types of digital signal feedthrough are analyzed to make sure they are
below the defined test limits. The exact test conditions and definition of clock and data
feedthrough should be provided in the data sheet. This measurement may require time-domain
analysis, frequency-domain analysis, or both.

11.5 DAC ARCHITECTURES

11.5.1 Resistive Divider DACs

m;

There are many different types of DAC architectures, each with its own set of strengths and
weaknesses. In this section, we will look at some basic architectures as examples. This section
i1s by no means an exhaustive list of every type of DAC, nor is it meant to present DAC
architectures in any significant detail. The purpose of this section is to illustrate some basic
DAC structures and their probable strengths and weaknesses.

Perhaps the simplest DAC architecture is the resistive divider DAC, illustrated in
Figure 11.15. This type of DAC uses a series-connected string of resistors to produce a set of
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Exercises

11.9. The step response of a DAC obtained from an oscilloscope is as follows
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The data sheet states that the settling time is 1 ps (error band = + 20 mV). Does this DAC
settle fast enough to meet the settling time specification? Also, determine the overshoot of
this signal and its rise time. Estimate the total glitch energy during the positive-going
transition.

Ans. Actual settling time = 0.85 ps. (Yes); overshoot=30%; rise time=0.3 ps. Glitch |
energy=0.5(0.3)(0.13)+0.5(0.5)(-0.033)+0.5(0.6)(0.01)=14.25 ns-V (triangle appoximation).

voltages evenly spaced between Vpgr and Vpers+. The digital input of the DAC determines
which of these voltages is connected through an analog switch to a buffer amplifier. Although
the resistive divider architecture may be simple to understand, it quickly loses its appeal in high-
resolution DACs. Each additional bit of DAC resolution requires twice as many resistors and
analog switches. For example, a 12-bit resistive divider DAC would require 4095 resistors and
4696 switches.

The large silicon area consumed by a high-resolution resistive divider DAC may make this
architecture impractical for DACs exceeding seven or eight bits of resolution. In addition to the
excessive silicon area required to implement a high-resolution resistive divider DAC, the test
time for traditional DAC transfer curve tests may also become unacceptably lengthy. This is
because any one of the resistors or analog switches can be defective; so each and every DAC
voltage level must be tested explicitly. For this reason, selected-code techniques cannot be used
to save test time on resistive divider DACs. Also, transmission parameters such as gain and
distortion are not sufficient in themselves to guarantee all the switches and resistors. This is
because these tests typically do not exercise each of the possible DAC output levels.

For low-resolution converters, the resistive divider DAC may be more appealing than other
architectures for one reason in particular. The resistive divider DAC is inherently monotonic and
is usually very linear. Since the voltage levels produced by a string of resistors in a voltage
divider network are always monotonic, the resistive divider DAC is monotonic by design. Also,
since the value of each resistor in the divider chain can be fabricated with reasonably good
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Figure 11.15. Resistive divider DAC architecture.

tolerance, the size of each DAC step is substantially equal to the other steps. Constant step size
leads to good DNL characteristics. Although DNL and monotonicity are low failure modes by
design, all codes must still be measured to detect defects in any of the resistors or switches.
Therefore, the resistive divider architecture does not necessarily reduce test time, though it does
typically lead to very high yields.

As a side note, this type of architecture might be implemented with capacitive divider
networks rather than resistive dividers. In fact, many of the DAC architectures discussed in this
section can be implemented with either resistors or capacitors. We will discuss only the resistive
version of each converter type, with the understanding that the capacitive versions share many of
the same general testing characteristics.

11.5.2 Binary-Weighted DACs

If the resolution of a DAC exceeds six or seven bits, a binary-weighted DAC often provides a
more efficient use of silicon area than the resistive divider architecture. One common binary-
weighted architecture is shown in Figure 11.16. This circuit is known as an R/2R resistive ladder
DAC.

S0 controlled by DAC code bit DO
S1 controlled by DAC code bit D1
etc...

R 2R
Vrer

2R 2R 2R 2R

S3 S2 S1

A A A o o O ac

+ output

<~
Figure 11.16. A 4-bit R/2R resistive ladder DAC.
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Figure 11.17. Cument-steering DAC.

Another binary-weighted architecture is the current-steering DAC shown in Figure 11.17. The
current-steering DAC produces a current output rather than a voltage output. The current can be
converted to voltage using a load resistor, as shown.

Binary-weighted DACs are based on a summation of binary-weighted currents or voltages.
For example, the currents in the current switching DAC are set to binary-weighted values, /, 2xJ,
4x1, 8xI, etc. The minimum current is equal to 0 and the maximum current is equal to @N-1)x1
where N is the number of bits in the DAC’s input code. The least significant bit (LSB) controls
the smallest current source, enabling or disabling its output so that it contributes either zero
current or current equal to /. The second to least significant bit controls the next largest current
source, enabling or disabling the 2x/ current value, and so on.

Binary-weighted architectures provide two main advantages. First, they are efficient in their
use of silicon area. For instance, a 9-bit current steering DAC only requires one more current
source and switch than an 8-bit current steering DAC. Also, a binary-weighted architecture
allows major carrier testing, as described in Section 11.3.6, assuming the summation of the
individual binary-weighted currents or voltages add without superposition error. The major
carrier method reduces INL and DNL test time, compared to the brute force all-codes testing
method.

11.5.3 PWM DACs

Pulse-width modulation (PWM) DACs are very simple DACs that are mostly digital in
nature, using very little analog circuitry. Figure 11.18 shows a block diagram for a simple PWM
DAC. PWM DACs adjust their output voltages using a high-frequency pulse train of varying
duty cycle. The duty cycle controls the amount of time the 1-bit DAC spends at the Vs. level
and how much time it spends at the Vgs. level.
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Figure 11.18. Pulse width modulation (PWM) DAC.

If the duty cycle approaches 50750, the filtered output of the one-bit DAC settles to a voltage
midway between Vrs_ and Vrs.. A duty cycle of 100% high results in a voltage equal to Vs,
while a duty cycle of 0% high results in a voltage equal to Vrs. The DAC output is therefore
proportional to the duty cycle of the digital input to the one-bit DAC. In many PWM DAC
architectures, the duty cycle is produced by purely digital circuits driven by a high-frequency
master clock. For this reason, the DNL and monotonicity of some PWM DACs are guaranteed
by design, as long as the digital logic functions correctly. Other PWM architectures use analog
circuits to generate the varying pulse widths. These may not be guaranteed to produce
monotonic curves, depending on the exact implementation.

INL, on the other hand, is a potential weakness of all PWM DACs. Depending on the nature
of the design architecture, PWM DACs can sometimes be tested by sampling a few evenly
spaced points on the DAC transfer curve to verify good INL characteristics. This shortcut works
for DACs in which the INL curve may be bowed or curved, but does not exhibit sudden code-to-
code discontinuities. The pulse duty cycle circuits can then be verified using time measurement
techniques and/or purely digital patterns to verify monotonicity and DNL.

PWM DACs are similar in nature to resistive divider DACs. To obtain a high-resolution
DAC, a PWM DAC must be able to adjust the pulse edges by tiny amounts of time. This
requires a very high-frequency clock to drive the duty cycle generator circuits, assuming a purely
digital circuit is to be used. Otherwise, an analog pulse width generator must be used, which is
much more likely to exhibit variations from DUT to DUT.

PWM DAGCs are typically used in low-cost, low-resolution applications where extreme quality
is not a concern. Example applications of PWM DACs include toy speech products and talking
greeting cards. Since extreme low cost is often a concern, expensive all-codes testing is usually
not an option in testing PWM DACs. Often, the all-codes INL and DNL testing is replaced by
more cost effective channel testing, such as signal-to-distortion ratio (S/D) tests and signal-to-
noise ratio (SNR) tests using a small number of samples.
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11.5.4 Sigma-Delta DACs

One thing in particular limits the resolution of PWM DACs that use purely digital circuits to
control pulse widths. Very high-resolution DACs require very high-frequency master clocks to
drive the digital counters controlling the width of the digital pulses (i.e., duty cycle). A 16-bit
PWM DAC, for example, requires a pulse time resolution of 1/65536™ of the period of the pulse
waveform. Since the pulses must be low-pass filtered to generate an analog output, the pulse
frequency must be substantially higher (say, a factor of 100) than the highest frequency in the
reconstructed analog signal. Therefore, a 16-bit PWM DAC for audio applications having a
20-kHz bandwidth would require a master clock frequency of 65536x100x20000, or 131 GHz!
Clearly, present technology does not support such a design.

A common solution to this modulation ratio problem is provided by the sigma-delta DAC
architecture, shown in Figure 11.19. Although the digital logic is more complicated than that of
a simple PWM DAC, the sigma-delta architecture allows a much smaller ratio of master clock to
audio bandwidth. A modulation ratio of only 100 to one (clock rate divided by audio bandwidth)
allows 16-bit performance from a sigma-delta architecture, compared to a ratio of 6.5 million to
one for a 16-bit PWM architecture.

The sigma-delta DAC accomplishes this reduction in master clock frequency using a noise-
shaping algorithm that moves the quantization noise of the one-bit DAC to high frequencies.
The noise-shaping algorithm reduces noise components in the low-frequency spectrum of the
reconstructed signal as depicted in Figure 11.20. Because the noise-shaping algorithm uses a
process called puise density modulation (PDM), sigma-delta converters are also known as PDM
converters. The noise-shaped signal can be cleaned up using a low-pass filter to separate the
high-frequency quantization noise from the low-frequency signal. The operation of a sigma-
delta DAC is another subject that falls outside the scope of this book. Other texts have explained
this architecture in detail.*’ Fortunately, we can make some observations about the typical
applications and test approaches for sigma-delta DACs without getting into their detailed
operation.
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Figure 11.19. Second-order sigma-delta (pulse density modulation) DAC block diagram.
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Figure 11.20. Unfiltered sigma-delta DAC output spectrum.

Sigma-delta DACs are well suited for applications requiring relatively low-frequency, high-
quality, AC signal creation. Audio applications such as digital audio and cellular telephony are
well suited to sigma-delta technology. Therefore, sigma-delta DACs are generally tested for AC
parameters such as S/THD and SNR rather than the DC transfer curve tests like INL and DNL.

In fact, sigma-delta DACs are somewhat poorly suited to most DC applications because they
generate interference signals called self-fones. Self-tones are low amplitude periodic waves that
are generated by the sigma-delta noise-shaping algorithm itself when certain DC signal levels are
applied to the DAC input. Most input codes will produce self-tones in the unfiltered DAC
output. Fortunately, the low-pass reconstruction filter eliminates most self-tones, since a
majority of them occur outside the filter’s passband. AC signals, by contrast, change the DAC
input codes often enough that self-tones do not have a chance to appear.

Only certain DC levels produce self-tones that are in the pass band of the low-pass filter.
These DC levels and the corresponding self-tone frequencies are very predictable, since they are
controlled by the DAC’s sigma-delta algorithm. For this reason, DAC self-tones are fairly easy
to measure. However, it is often unnecessary to measure DAC self-tones in AC applications, as
long as these DC levels can be avoided. The test engineer should consult the design and systems
engineers to determine whether or not self-tones should be measured in a particular application.

11.5.5 Companded DACs

Companded DACs, such as the codec discussed in Section 9.3.2, are seldom used in DC
applications. They are more commonly used in applications such as low-cost voice compression
and decompression for use in telephone central offices. INL and DNL are virtually meaningless
in the case of companded DACs and ADCs. The usual test list for companded DACs includes
mostly AC sampled channel tests such as SNR, S/THD, ICN, etc. with an emphasis on testing
these parameters at various signal levels to detect flaws in the inherently nonlinear companding
circuits.
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11.5.6 Hybrid DAC Architectures

Many DACs do not fall into any of the categories listed in this chapter, but are instead hybrids of
two or more of the basic architectures. For example, a sigma-delta DAC can be built using a
resistive divider multibit DAC instead of a simple one-bit DAC. This gives lower quantization
noise and therefore better performance, as long as the multibit DAC is very linear. The multibit
DAC may be implemented using a PWM DAC rather than a resistive divider DAC, leading to
another hybrid design. Yet another hybrid DAC example is the segmented DAC example of
Section 11.3.7. It combines the characteristics of two resistive divider DACs into a single DAC
characteristic.

Each of these hybrid designs requires unique testing methodologies. Regardless of the DAC
architecture, the secret to effective testing of any DAC is to understand its weaknesses and
design a suite of tests that specifically targets those weaknesses. Weaknesses in the system-level
application must also be understood as well. The test engineer, systems engineer, and design
engineer should work together closely to define the most efficient test approach for each DAC,
taking its intended application into consideration.

11.6 Tests FOR CoMMON DAC APPLICATIONS

11.6.1 DC References

As previously mentioned, the test list for a given DAC often depends on its intended
functionality in the system-level application. Many DACs are used as simple DC references. An
example of this type of DAC usage is the power level control in a cellular telephone. As the
cellular telephone user moves closer or farther away from a cellular base station (the radio
antenna tower), the transmitted signal level from the cellular telephone must be adjusted. The
transmitted level may be adjusted using a transmit level DAC so that the signal is just strong
enough to be received by the base station without draining the cellular telephone’s battery
unnecessarily.

If a DAC is only used as a DC (or slow-moving) voltage or current reference, then its AC
transmission parameters are probably unimportant. It would probably be unnecessary to measure
the 1-kHz signal to total harmonic distortion ratio of a DAC whose purpose is to set the level of a
cellular telephone’s transmitted signal. However, the INL and DNL of this DAC would be
extremely important, as would its absolute errors, monotonicity, full-scale range, and output
drive capabilities (output impedance).

DACs used as DC references are usually measured using the intrinsic parameters listed in this
chapter, rather than the transmission parameters outlined in Chapter 9. Notable exceptions are
signal-to-noise ratio and idle channel noise (ICN). These may be of importance if the DC level
must exhibit low noise. For example, the cellular telephone’s transmitted signal might be
corrupted by noise on the output of the transmit level control DAC, and therefore we might need
to measure the DAC’s noise level.

Dynamic tests are not typically performed on DC reference DACs, with the exception of
settling time. The settling time of typical DACs is often many times faster than that required in
DC reference applications; so even this parameter is frequently guaranteed by design rather than
being tested in production.
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11.6.2 Audio Reconstruction

Audio reconstruction DACs are those used to reproduce digitized sound. Examples include the
voice-band DAC in a cellular telephone and the audio DAC in a PC sound card. These DACs
are more likely to be tested using the transmission parameters of Chapter 9, since their purpose is
to reproduce arbitrary audio signals with minimum noise and distortion.

The intrinsic parameters (i.e., INL and DNL) of audio reconstruction DACs are typically
measured only during device characterization. Linearity tests can help track down any
transmission parameter failures caused by the DAC. It is often possible to eliminate the intrinsic
parameter tests once the device is in production, keeping only the transmission tests.

Dynamic tests are not typically specified or performed on audio DACs. Any failures in
settling time, glitch energy, etc. will usually manifest themselves as failures in transmission
parameters such as signal-to-noise, signal-to-distortion, and idle channel noise.

11.6.3 Data Modulation

Data modulation is another purpose to which DACs are often applied. The cellular telephone
again provides an example of this type of DAC application. The IF section of a cellular
telephone base-band modulator converts digital data into an analog signal suitable for
transmission, similar to those used in modems (see Section 9.1.2). Like the audio reconstruction
DACs, these DACs are typically tested using sine wave or multitone transmission parameter
tests. :

Again, the intrinsic tests like INL and DNL may be added to a characterization test program
to help debug the design. However, the intrinsic tests are often removed after the transmission
parameters have been verified. Dynamic tests such as settling time may or may not be necessary
for data modulation applications.

Data modulation DACs also have very specific parameters such as error vector magnitude
(EVM) or phase trajectory error (PTE). Parameters such as these are very application-specific.
They are usually defined in standards documents published by the IEEE, NIST, or other
government or industry organization. The data sheet should provide references to documents
defining application-specific tests such as these. The test engineer is responsible for translating
the measurement requirements into ATE-compatible tests that can be performed on a production
tester. ATE vendors are often a good source of expertise and assistance in developing these
application-specific tests.

11.6.4 Video Signal Generators

As discussed earlier, DACs can be used to control the intensity and color of pixels in video
cathode ray tube (CRT) displays. However, the type of testing required for video DACs depends
on the nature of their output. There are two basic types of video DAC application, RGB and
NTSC. An RGB (red-green-blue) output is controlled by three separate DACs. Each DAC
controls the intensity of an electron beam, which in turn controls the intensity of one of the three
primary colors of each pixel as the beam is swept across the CRT. In this application, each
DAC’s output voltage or current directly control the intensity of the beam. RGB DACs are
typically used in computer monitors.
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The NTSC format is used in transmission of standard (i.e., non-HDTV) analog television
signals. It requires only a single DAC, rather than a separate DAC for each color. The picture
intensity, color, and saturation information is contained in the time-varying offset, amplitude,
and phase of a 3.54-MHz sinusoidal waveform produced by the DAC. Clearly this is a totally
different DAC application than the RGB DAC application. These two seemingly similar video
applications require totally different testing approaches.

RGB DACs are tested using the standard intrinsic tests like INL and DNL, as well as the
dynamic tests like settling time and DAC-to-DAC skew. These parameters are important
because the DAC outputs directly control the rapidly changing beam intensities of the red, green,
and blue electron beams as they sweep across the computer monitor. Any settling time, rise
time, fall time, undershoot, or overshoot problems show up directly on the monitor as color or
intensity distortions, vertical lines, ghost images, etc.

The quality of the NTSC video DAC, by contrast, is determined by its ability to produce
accurate amplitude and phase shifts in a 3.54-MHz sine wave, while changing its offset. This
type of DAC is tested with transmission parameters like gain, signal-to-noise, differential gain,
and differential phase (see Section 10.5.3).

11.7 SuMMARY

DAC testing is far less straightforward than one might at first assume. Although DACs all
perform the same basic function (digital-to-analog conversion), the architecture of the DAC and
its intended application determine its testing requirements and methodologies. A large variety of
standard tests have been defined for DACs, including transmission parameters, DC intrinsic
parameters, and dynamic parameters. We have to select DAC test requirements carefully to
guarantee the necessary quality of the DAC without wasting time with irrelevant or ineffective
tests.

ADC testing is very closely related to DAC testing. Many of the DC and intrinsic tests
defined in this chapter are very similar to those performed on ADCs. However, due to the many-
to-one transfer characteristics of ADCs, the measurement of the ADC input level corresponding
to each output code is much more difficult than the measurement of the DAC output level
corresponding to each input code. Chapter 12, “ADC Testing,” explains the various ways the
ADC transfer curve can be measured, as well as the many types of ADC architectures and
applications the test engineer will likely encounter.

APPENDIX A.11.1

MATLAB Routines for DAC Characterization

This appendix lists two MATLAB routines that can be used to characterize a DAC according to
the metrics described in this chapter. The first routine calculates intrinsic parameters such as DC
offset, gain, INL, and DNL from a given set of samples. The second routine calculates an
estimated all-codes linearity curve based on the DC base and the major carrier transition levels,
as described in Section 11.1.6.
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% %% %% % %% % DNL & INL DAC Characterization %% %% %% %%
% %
% Given a set of DAC output levels in vector S_Actual, the following %
% routine computes the DAC metrics such as: (1) Absolute Gain and %
% DC Error, {2) Transfer Curves such as absolute error, DNL an INL. %
% %

%% %% %o % %o % % %o %o %o %o %o % %o %Yo %o %o %o Yo %o % %o % %o % %o %o %o %o %o %o %o %% %% %o %o %o

% Initialization
clear; % clear the workspace
for k=1:3,
figure(k), clg; % reset graphics
end

% Main Routine
% Chapter 11 running example - two's complement DAC
S_Actual= [ -780e-3, -705e-3, -530e-3, -455e-3, -400e-3, -325e-3, -150e-3, ...,
-75e-3, 120e-3, 195e-3, 370e-3, 445¢e-3, 500e-3, 575e-3, 750e-3, 825e-3);
codeword=-8:7; % code -8, code -7, ...., code 7
D=4; % 4-bit DAC
FS_neg_ideal=-0.8; FS_pos_ideal=0.7; % 2 Volt full-scale range
format=2; % 1=unsigned binary, 2=two’s compiement
% plot sample set versus codeword
figure(1); plot{codeword, S_Actual,'ro); hold on
text(codeword(2),max(S_Actual),'S_Actual: red circles’)
xlabel('DAC Input Code’);
ylabel{'DAC Output Level’);

% Define Ideal DAC Characteritics
LSB_ldeal=(FS_pos_ideal-FS_neg_ideal)/(2*D-1);
Gain_ldeal=LSB_ldeal;

if format==1,
% unsigned binary
for k=1:length(S_Actual),
S_ldeal(k)=LSB_ldeal*codeword(k)+FS_neg_ideal;
if codeword(k)==0,
DAC_Offset_ldeal=[ k, S_Ideal(k)};
end
end
elseif format==2,
% two's complement
for k=1:length(S_Actual),
S_ldeal(k)=LSB_ldeal*codeword(k);
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if codeword(k)==0,
DAC_Offset_ldeal=[ k, S_lIdeal(k)];
end
end
else
disp('l do not recognize this DAC format')
end

% plot sample set versus codeword
figure(1); plot(codeword, S_ldeal,'r-'); hold on
text{codeword(2),FS_pos_ideal-2*LSB_ideal,'S_ideal: red line’)

% Compute Best-fit line coefficients

% Initialize routine
k1=0; k2=0; k3=0; k4=0;
N=length(S_Actual);
% perform best-fit analysis
for i=0:N-1,
k1=k1 +1i;
k2 = k2 + S_Actual(i+1);
k3 = k3 + i*j;
k4 = k4 +i*S_Actual(i+1);
end
Gain_Bestfit = (N*k4 - k1*k2) / (N*k3 - k1*k1);
LSB_Bestfit=Gain_Bestfit;
Offset_Bestfit = k2/N-Gain_Bestfit * (k1/N);
% prepare for plotting & offset calculation
for i=1:N,
Best_fit_line(i) = Gain_Bestfit*(i-1) + Offset_Bestfit;
if codeword(i)==0,
DAC_Offset_Bestfit=[ i, Best_fit_line(i)];
end
end
figure(1); plot(codeword, Best_fit_line,’b-"); hold on
text(codeword(2),FS_pos_ideal-3*LSB_ldeal,'Best_fit_line: blue line')

% Compute Endpoint line coefficients

% Initialize routine
S_Endpoint=[];

% perform endpoint line analysis
FS_neg_actual=S_Actual(1);
FS_pos_actual=S_Actual(length(S_Actual));
Gain_Endpoint=(FS_pos_actual-FS_neg_actual)/(2AD-1);
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LSB_Endpoint=Gain_Endpoint;
for k=1:length(S_Actual),
S_Endpoint(k)=LSB_Endpoint*(k-1)+FS_neg_actual;
if codeword(k)==0,
DAC_Offset_Endpoint={ k, S_Endpoint(k)];
end
end

% prepare for plotting & offset calculation
figure(1); plot(codeword, S_Endpoint,'g-); hold off
text(codeword(2),FS_pos_ideal-4*LSB_ldeal,'S_Endpoint: green line’)

% DC Gain, Gain Error, Offset and Offset Error

disp("™**** DC Gain, Gain Error, Offset and Offset Error *****')
disp('ldeal Line:’)
Gain_ideal
disp('Best-Fit Line:’)
disp('[ Gain_Bestfit Offset_Bestfit I')
[ Gain_Bestfit Offset_Bestfit ]
Gain_Error_percent=100*( Gain_Bestfit/Gain_ideal - 1)
DAC_Offset_Bestfit
Offset_Error = DAC_Offset_Bestfit(1,2) - DAC_Offset_ldeal(1,2)
disp('End Point Line:")
Gain_Endpoint
Gain_Error_percent=100*( Gain_Endpoint/Gain_ldeal - 1)
DAC_Offset_Endpoint
Offset_Error = DAC_Offset_Endpoint(1,2) - DAC_Offset_ldeal(1,2)

disp(‘'========== Transfer Curve Tests ==========')
disp(' ")

disp(**)

disp(***+rer (1) Absolute Error Curve * i)
disp(’ ")

% Compute The Absolute Error Curve
Delta_S = (S_Actual-S_ldeal);
Delta_S_normalized = Delta_S/LSB_ldeal;
disp('[ S_Ideal S_Actual Delta_S Delta_S_normalized ]')
[ S_ldeal' S_Actual’ Deita_S’ Delta_S_normalized']

digp("** i (2) Monotonicity Test ¥ )
disp(* ")
% Compute The Discrete First Derivative of S_Actual
for k=1:length(S_Actual)-1,
S_derivative(k,1) = S_Actual(k+1) - S_Actual(k);
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end
disp('S_derivative')
S_derivative

disp(****** (3) Differential Nonlinearity (DNL) Curve ***')
disp("’)
% Best-Fit Line
for k=1:length(S_Actual)-1,
DNL _Bestfit(k,1) = S_derivative(k,1)/LSB_Bestfit - 1;
transitions(k)=k;
end
disp(‘Best-Fit Line: )
DNL _Bestfit

% Endpoint Line
for k=1:length(S_Actual)-1,
DNL_Endpoint(k,1) = S_derivative(k,1)/LSB_Endpoint - 1;
transitions(k)=k;
end
disp(’'Endpoint Line: ’)
DNL_Endpoint
% plot DNL versus Code Transition
figure(2); plot(transitions, DNL_Bestfit,"bo’); hold on
text(transitions(2),max(DNL_Bestfit),'DNL_Bestfit: blue circles')
figure(2); plot(transitions, DNL_Endpoint,’go’); hold off
text(transitions(2),max{DNL_Bestfit)-0.1,'DNL_Endpoint: green circles’)
xlabel('DAC Code Transition’);
ylabel('DNL [LSBs]');

disp("™***** (4) Integral Nonlinearity (INL) Curve *****)
disp(' ")
% Best-Fit Line:
INL_Bestfit= (S_Actual'-Best_fit_line’) / LSB_Bestfit
% Endpoint Line:
INL_Endpoint = (S_Actual’-S_Endpoint’) / LSB_Endpoint
% plot DNL versus Code Transition
figure(3); plot(codeword, INL_Bestfit,'bo’); hold on
text(codeword(2),max(INL_Bestfit),'INL_Bestfit: blue circles’)
figure(3); plot(codeword, INL_Endpoint,’'go’);
text(codeword(2),max(INL_Bestfit)-0.1,'INL_Endpoint: green circles’)
xlabel('DAC Input Code’);
ylabel('INL {LSBs}’);
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%% %% %% %% % %% %% Major Carrier Testing %% %% %% % %
% %
% Given a vector V containing the major carrier levels from a DAC and the %
% DC Base value, the following routine computes the compiete DAC Y%
% transfer curve. %
0/0 0/0

Yo% %o % % % %o %o %o Yo % % % %o %o %o %o %o %o % %o Yo Yo %o %o Yo %o %o %o Yo %o %o Yo %o %o %o Yo %o %o %o %o Yo

% Initialization
V=[75e-3 175e-3 55e-3 195e-3];
DC_Base=-780e-3; % DC Base value
D=length(V); % number of bits in DAC

% Main Routine
disp(********+++ DAC Characterization Using Major Carrier Testing ******"**')
disp(*")
% Compute the DAC binary weights (W0, W1, ..., Wn)
sum_W=0;
for k=1:D,
W(k)=V(k)+sum_W;
sum_W=sum_W+W(k);
end
% Convert unsigned codeword in integer form to binary number
binaryword=[ ];
for k=1:2D,
quotient=(k-1);
for n=1:D,
binaryword(k,n)=rem(quotient,2);
quotient=fix(quotient/2);

end
end
for k=1:22D,
DAC_Output(k,1)= binaryword(k,:) * W' + DC_Base;
end
disp('Major Carrier Transitions (V(0), ..., V(D-1))')
v
disp('Binary-weighted Values (W(0), ..., W(D-1)) & DC Base’)
[WDC_Base}

disp('"Comparison: [ D0 D1 D2 D3 DAC_Output }')
[ binaryword DAC_Output ]
% end
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Problems

11.1,

11.2.

11.3.

114.

11.5.

11.6.

Given a set of N points denoted by S(i), derive the parameters of a straight line described
by

Best _ fit _line(i) = gainxi+offset fori=0,1,...,N-1

that minimizes the following mean-square error criteria
— N4l 2
é Z [ —Best _ fit _line(i ] Z [S gainxi+oﬁ”set]
i=0

Hint: Find partial derivatives 5e_2/6gain and 5e_2/50ﬁ3'et, set them both to zero, and
solve for the two unknowns, gain and offset, from the system of two equations.

The output levels of a 4-bit DAC produces the following set of voltage levels, starting
from code 0 and progressing through to code 15:

0.0465, 0.3255, 0.7166, 1.0422, 1.5298, 1.8236, 2.1693, 2.5637,

2.8727, 3.3443, 3.6416, 4.0480, 4.3929, 4.7059, 5.0968, 5.5050

What is the full-scale range of this DAC?

A 4-bit DAC has a full-scale voltage range of 0to 1.0 V. The input is formatted using an

unsigned binary number representation. List all possible ideal output levels. What output
level corresponds to the DAC input code 0?

A 5-bit DAC has a full-scale voltage range of 2.0 to 4.0 V. The input is formatted using a
2’s complement number representation. List all possible ideal output levels. What output
level corresponds to the DAC input code 0?

A 4-bit unsigned binary DAC produces the following set of voltage levels, starting from
code 0 and progressing through to code 15

0.0465, 0.3255, 0.7166, 1.0422, 1.5298, 1.8236, 2.1693, 2.5637,
2.8727, 3.3443, 3.6416, 4.0480, 4.3929, 4.7059, 5.0968, 5.5050
The ideal DAC output at code 0 is 0 V and the ideal gain is equal to 400 mV/bit.

- (a) Calculate the DAC’s gain (volts per bit), gain error, offset and offset error.

(b) Estimate the LSB step size using its measured full-scale range. What is the gain error
and offset error?

(c) Calculate the absolute error transfer curve for this DAC. Normalize the result to one
LSB.

(d) Is the DAC output monotonic?

(e) Compute the DNL curve for this DAC. Use the best-fit line to define the average
LSB size. Does this DAC pass a +1/2 LSB specification for DNL?

(f) Repeat part (e) but this time use the endpoint method to calculate the average LSB
size. Does this DAC pass a +1/2 LSB specification for DNL?

Compute the INL curve for this DAC whose DNL curve is described by the following
values. A 4-bit two’s complement DAC produces the following set of voltage levels,
starting from code -8 and progressing through to code +7
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11.7.

11.8.

11.9.

11.10.

11.11.
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-0.9738, -0.8806, -0.6878, -0.6515, -0.3942, -0.3914, -0.2497, -0.1208,

-0.0576, 0.1512, 0.2290, 0.4460, 0.4335, 0.5999, 0.6743, 0.8102

The ideal DAC output at code 0 is 0 V and the ideal gain is equal to 133.3 mV/bit.
(a) Calculate the DAC’s gain (volts per bit), gain error, offset and offset error.

(b) Estimate the LSB step size using its measured full-scale range. What is the gain error
and offset error?

(c) Calculate the absolute error transfer curve for this DAC. Normalize the result to one
LSB.

(d) Is the DAC output monotonic?

(e) Compute the DNL curve for this DAC. Use the best-fit line to define the average
LSB size. Does this DAC pass a +1/2 LSB specification for DNL?

(f) Repeat part (e) but this time use the endpoint method to calculate the average LSB
size. Does this DAC pass a +£1/2 LSB specification for DNL?

(g) Compute the INL curve for this DAC whose DNL curve is described by the following
values

Calculate the INL curve for a 4-bit unsigned binary DAC whose DNL curve is described

by the following values
-0.0815, -0.1356, -0.1133, 0.0057, 0.0218, 0.1308, -0.0361, -0.0950,

0.1136,-0.1633, 0.2101, 0.0512, 0.0119, -0.0706, -0.0919

The DAC output for code 0 is -0.4919 V. Assume that the best-fit line has a gain of
63.1 mV/bit and an offset of -0.5045 V. Does this DAC pass a £1/2 LSB specification for
INL?

Calculate the DNL curve for a 4-bit DAC whose INL curve is described by the following
values

0.1994, 0.1180, -0.0177, -0.1310, -0.1253, -0.1036, 0.0272, -0.0089,
-0.1039, 0.0096, -0.1537, 0.0565, 0.1077, 0.1196,0.0490, -0.0429
Does this DAC pass a+1/2 LSB specification for DNL?

Using the MATLAB routine listed in the appendix of this chapter, check your answers to
Problems 11.6 - 11.8.

The step sizes between the major carries of a 5-bit unsigned binary DAC were measured
to be as follows

code 0—1: 0.1939 V, code 1-2: 0.1333 V, code 3—4: 0.1308 V, code 7—8: 0.1316 V,
code 15-516:0.1345V

Determine the values of Wy, W, W, Wi, and W,. Reconstruct the voltages on the ramp
from DAC code 0 to DAC code 31 if the DC base value is 100 mV.

The step sizes between the major carries of a 4-bit two’s complement DAC were
measured to be as follows:

code -8—-7: 0.1049 V, code -7—-6: 0.1033 V, code -5—-4: 0.0998 V, code -1-0:
0.1016 V
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11.12.

11.13.

11.14.

11.15.

Determine the values of Wy, Wi, W,, and W3. Reconstruct the voltages on the ramp from
DAC code -8 to DAC code +7 if the DC base value is 500 mV.

Using the MATLAB routine listed in the appendix of this chapter, check your answers to
Problems 11.10 and 11.11.

Can a major carrier test technique be used to describe a 4-bit unsigned DAC if the output
levels beginning with code 0 were found to be the following

0.0064, 0.0616, 0.1271, 0.1812, 0.2467, 0.3206, 0.3856, 0.4406,
0.5021, 0.5716, 0.6364, 0.6880, 0.7662, 0.8262, 0.8871, 0.9480
What if the DAC output levels were described by the following
0.0064, 0.0616, 0.1271, 0.1823, 0.2478, 0.3030, 0.3684, 0.4236,
0.4851, 0.5403, 0.6058, 0.6610, 0.7264, 0.7816, 0.8471, 0.9023

Explain your reasoning.
The step response of a DAC obtained from an oscilloscope is as follows
1.5 ] 1 T T T T ] T T
B AR N I T T
o
>
O.5F - feeermeemmardomeenne e b e e 4
0 L { i i l | i | I
0 02 04 06 0.8 _1 12 14 16 18 2

Time, sec x1 0-8

The data sheet states that the settling time is 10 ns (error band = £50 mV). Does this
DAC settle fast enough to meet this specification? Also, determine the overshoot of this
signal and its rise time. Estimate the total glitch energy during the positive-going
transition.

Using MATLAB or equivalent software, evaluate the following expression for the step
response of a circuit using a time step of no larger than 1 ns

—{wnt
v(t)=1- jit? sin(a),,t\ll—é‘z —cos™! {)

where

@, =27%x100 MHz and {=0.3
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Determine the time for circuit to settle to within 1% of its final value.

Determine the rise time.

11.16. Categorize the DAC designs described in Section 11.5 into low, medium, or high speed.
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12.1 ADC TEesTING VERSUS DAC TESTING J

12.1.1 Comparison of DACs and ADCs

As mentioned in Chapter 11, “DAC Testing,” there are many similarities between DAC testing
and ADC testing. There are also a few notable differences. The differences between ADC and
DAC testing of transmission parameters such as gain and signal-to-noise ratio were discussed in
Chapter 9, “Sampled Channel Testing.” In this chapter, we will examine the differences as they
relate to intrinsic parameters such as DC offset, INL, and DNL.

The primary difference between DAC and ADC testing relates to the fundamental difference
in their transfer curves. As discussed in Chapter 11, the DAC transfer curve is a one-to-one
mapping function, while the ADC transfer curve is a many-to-one mapping function
(Figure 12.1). In this chapter, we will see that the ADC curve in Figure 12.1 is actually an
idealized one. The output codes generated by a real-world ADC are affected by noise from the
input circuits. As a result, an ADC curve is statistical in nature rather than deterministic. In
other words, for a given input voltage, it may not be possible to predict exactly what output code
will be produced. Before we can study testing methods for ADCs, we should first examine the
statistical nature of a true ADC transfer curve.
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DAC . ADC ._’_
10k output ® ] 10 | output — ]
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L J *—
0.5 A ] 5 ~— n
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Figure 12.1. DAC and ADC transfer curves.
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Figure 12.2. ADC model including input noise.

12.1.2 Statistical Behavior of ADCs

To understand the statistical nature of ADCs, we have to model the ADC as a combination of a
perfect ADC and a noise source with no DC offset. The noise source represents the combination
of the noise portion of the real-world input signal plus the self-generated noise of the ADCs input
circuits. Figure 12.2 shows this noisy ADC model.

Applying a DC level to the noisy ADC, we can begin to understand the statistical nature of
ADC decision levels. A noise-free ADC might be described by a simple output/input
relationship such as

output code = Quantize(input voltage) S (129)

where the function Quantize( ) represents the noise-free ADC’s quantization process. The noisy
ADC can be described using a similar equation

output code = Quantize(input voltage +noise voltage) (12.2)

Now consider the case of a noisy ADC with a DC input voltage. If the DC voltage is exactly
between two ADC decision levels, and the noise voltage never exceeds =% LSB, then the ADC
will always produce the same output code. The noise voltage never gets large enough to push
the total voltage across either of the adjacent decision levels. The probability density function
(pdf) plot depicted in Figure 12.3 illustrates this situation. This plot shows the probability that
the total input signal ¥ (DC plus noise) will fall within a particular range. It is assumed that the
pdf of the noise component is a Gaussian-distributed random variable N with zero mean and a
standard deviation of & (i.e., the RMS noise voltage) described by

_N?
P (V) =—p=e2” (23

o2r

When the noise is combined with the DC input signal, the total signal pdf can be described by
~(v-DC)? \

1, 27 (12.4)

o2

paf (V)=
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Figure 12.3. Probability density plot for DC input between two decision levels.

In essence, pdfi¥) has the same form as pdfiN), but the mean value is different. The total area
bounded by the curve described by Eq. (12.4) and the voltage axis is one. Hence, the area under
the curve between two ordinates ¥ = g and ¥ = b, where a < b, represents the probability that the
total signal at the input of the ADC lies between a and b. This probability is denoted by
P(a < V < b). Figure 12.3 depicts a situation where all the area under the pdfis bounded between
two ADC decision levels. This suggests that the probability the input signal will fall between the
two ADC decision levels is equal to one, or 100%. (Actually, there is a tiny probability that the
input signal will exceed one of the thresholds, since the Gaussian pdf extends to infinity in both
directions. In practice, the probability is so low it can be considered zero.)

On the other hand, if the DC input voltage is exactly equal to a decision level, then even a tiny
amount of noise voltage will cause the quantization process to randomly dither between the two
codes on each side of the decision level. Assuming the statistical distribution of noise is
symmetrical, as in the case of the Gaussian pdf, the ADC will produce an equal number of each
code. This is shown by the pdf diagram in Figure 12.4. Since the area under the pdf is equally
split between code 1 and code 2, we would expect 50% of the ADC conversions to produce
codel and 50% of the conversions to produce code 2.

For input voltages that are close but not equal to the decision levels, the process gets more
complicated. Consider an input DC level that is AV volts below one of the ADC’s decision
levels, such as that shown in Figure 12.5. Any time the noise voltage exceeds AV, the ADC
quantizer will trip to the next highest value. In effect, this is an erroneous conversion result
caused by the noise. The probability that the noise voltage will not exceed AV and trip the
quantizer into the next code is equal to the area underneath the portion of the noise pdf that is
less than AV. This area, denoted F(A¥), is commonly referred to as the cumulative distribution
function, or cdf. In this particular case, F(AV) is equal to the integral of the probability density
function of the noise signal from minus infinity to AV

N2

AV
" [ex’an (12.5)

o2

F(AV)= Aj,pdf(N)dN =
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Figure 12.4. Probability density plot for DC input equal to a decision level.
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Figure 12.5. Probability density plot for DC input equal to a decision level minus AV.

Unfortunately, no closed-form solution exists for this definite integral. Moreover, the
integration is dependent on the values of both AV and 0. This makes the integration rather
specific to the problem at hand. However, if we make the change of variable Z=N/o, Eq. (12.5)
can be rewritten as

1 AV/o i?_
—_— 2
F(AV) T i e?dZ (12.6)

where the two parameters collapse into one single variable in the upper limit of integration. By
tabulating a single function, say

x 222
j‘e 2 4z (12.7)

—~o0

d(x)=

1
NeY

we can relate the cdf behavior of a Gaussian random variable with zero mean and a standard
deviation of unity to a random variable having an arbitrary standard deviation o according to

oAV
F(AV)—cb( =~ ) (12.8)



In other words, to determine the value of a particular cdf involving a Gaussian random variable
with a zero mean and a standard deviation of & at a particular point, say, V), we simply evaluate
Eq. (12.7) using a normalized value for V3, that is, x= V; /0.
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The function ®(x) has been extensively tabulated to varying degrees of accuracy, and a short
tabulation of it is given in Table 12.1. Rows of ®(AV/0) are interleaved between rows of AV
expressed as multiples of the standard deviation of the noise, 6. A plot of ®(AV/0) versus AV is
provided in Figure 12.6. From this cdf plot we see that the probability that AV will fall below
0 Vis 0.5, or 50%. The probability that it will fall below +1.00 is equal to approximately
0.8413, or 84.13%, as obtained from Table 12.1. The probability that AV will fall above +1.00
(i.e., that it will not fall below +1.00) is equal to 1-0.8413 = 0.1587, since the probability that
something will not happen is always 1 minus the probability that it will happen.

Table 12.1. Gaussian Cumulative Distribution Function (cdf) Values

AV -3.06 {-29¢ |-28c |[-2.76 |-2.60 |-2.56 |-240 |-23c |-2.2¢ |-2.1¢
d(AVic) | 0.0013 | 0.0019 | 0.0026 | 0.0035 | 0.0047 | 0.0062 | 0.0082 | 0.0107 | 0.0139 | 0.0179
AV -20¢ (-19¢ |-186 [-1.76¢ |-1.66 |-150 |-l4c |-13c |-120 |-l.1c
d(AVio) | 0.0228 | 0.0287 | 0.0359 | 0.0446 | 0.0548 | 0.0668 | 0.0808 [ 0.0968 | 0.1151 | 0.1357
AV -1.06 |-09¢ |-08c |-0.7¢ |-0.66 |-0.56 |-04c |-03c |-0.2¢ |-0.1c
d(AVIo) | 0.1587 | 0.1841 | 0.2119 | 0.2420 | 0.2743 | 0.3085 | 0.3446 | 0.3821 | 0.4207 | 0.4602
AV 0.0 |01 (020 {03¢ (040 (050 (060 [0.7c |08c [0.9c
d(AV/c) | 0.5000 | 0.5398 1 0.5793 | 0.6179 | 0.6554 } 0.6915 | 0.7257 | 0.7580 | 0.7881 | 0.8159
AV 1.0 |1l.1c 1.2¢ 136 140 1.5¢ 1.66 1.7¢ 1.8¢ 1.9¢
D(AVio) | 0.8413 | 0.8643 | 0.8849 | 0.9032 | 0.9192 | 0.9332 | 0.9452 | 0.9554 | 0.9641 | 0.9713
AV 206 (210 |[|220 |230 |240 25¢ |2606 |[27¢ |[28c |[29¢c
O(AV/o) | 0.9772 | 0.9821 | 0.9861 | 0.9893 [ 0.9918 | 0.9938 | 0.9953 | 0.9965 | 0.9974 | 0.9981

- A V0
10 T
0.5
i i >
-1.00 +1.00 Av

Figure 12.6. Cumulative distribution function of a Gaussian-distributed random variable (i.e., noise).
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Example 12.1

An ADC input is set to 2.453 V DC. The noise of the ADC and DC signal source is
characterized to be 10 mV RMS and is assumed to be perfectly Gaussian. The transition
between code 134 and 135 occurs at 2.461 V DC for this particular ADC. There